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Abstract A bounded linear operator T acting on a Hilbert space is called Coburn operator
if ker(T − λ) = {0} or ker(T − λ)∗ = {0} for each λ ∈ C. In this paper, the authors define
other Coburn type properties for Hilbert space operators and investigate the compact
perturbations of operators with Coburn type properties. They characterize those operators
for which has arbitrarily small compact perturbation to have some fixed Coburn property.
Moreover, they study the stability of these properties under small compact perturbations.
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1 Introduction

This paper is inspired by [1–5, 13–15, 18–19], where some special properties of Hilbert space

operators under compact perturbations are studied. The purpose of this paper is to investigate

the small compact perturbations of Coburn type properties.

Throughout this paper, C denotes the set of complex numbers, H will always denote a com-

plex separable infinite dimensional Hilbert space. Let B(H) denote the algebra of all bounded

linear operators on H, and let K(H) denote the ideal of compact operators in B(H).

Let T ∈ B(H). Denote by σ(T ) and σp(T ), the spectrum of T and the point spectrum of T ,

respectively. Denote by kerT and ranT the kernel of T and the range of T respectively.

A celebrate theorem of Coburn asserts that a nonzero Toeplitz operator on the Hardy space

of the unit disk is injective or its adjoint operator is injective. This result is contained in the

proof of [7, Theorem 4.1] (see [8, 17] also). Inspired by this fact, we give the following concepts.

Definition 1.1 T ∈ B(H) is called a Coburn operator if ker(T −λ) = {0} or ker(T −λ)∗ =

{0} for each λ ∈ C, denoted by T ∈ (C).

Definition 1.2 T ∈ B(H) is called a generalized Coburn operator if the subspaces ker(T−λ)

and ker(T − λ)∗ are orthogonal for each λ ∈ C, denoted by T ∈ (gC).
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There is a lot of work on Coburn theorem, some of which attempted to extend this result

to other spaces such as Dirichlet space or the Hardy space of the bidisk (see [6, 12]). In order

to state our main results, we first introduce some notations and terminologies.

Let T ∈ B(H). T is called a semi-Fredholm operator, if ranT is closed and either nulT

or nulT ∗ is finite, where nulT , dimkerT and nulT ∗ , dimkerT ∗; in this case, indT ,

nulT − nulT ∗ is called the index of T . In particular, if −∞ < indT < +∞, then T is called a

Fredholm operator. The Wolf spectrum σlre(T ) and the essential spectrum σe(T ) are defined

by

σlre(T ) , {λ ∈ C : T − λ is not semi-Fredholm}

and

σe(T ) , {λ ∈ C : T − λ is not Fredholm},

respectively. ρs−F (T ) , C \ σlre(T ) is called the semi-Fredholm domain of T . We denote

ρ+s−F (T ) , {λ ∈ ρs−F (T ) : ind(T − λ) > 0}

and

ρ−s−F (T ) , {λ ∈ ρs−F (T ) : ind(T − λ) < 0},

respectively.

For λ0 ∈ C and δ > 0, we denote Bδ(λ0) = {λ ∈ C : |λ− λ0| < δ}.

Let T ∈ B(H). If σ is a clopen subset of σ(T ), then there exists an analytic Cauchy domain

Ω such that σ ⊂ Ω and [σ(T ) \ σ] ∩ Ω = ∅. Let E(σ;T ) denote the Riesz idempotent of T

corresponding to σ, that is

E(σ;T ) =
1

2πi

∫

Γ

(λ− T )−1dλ,

where Γ = ∂Ω is positively oriented with respect to Ω in the sense of complex variable theory.

In this case, we denote H(σ;T ) = ranE(σ;T ). Obviously, H(σ;T ) is an invariant subspace of

T . If λ ∈ iso σ(T ), then {λ} is a clopen subset of σ(T ) and we simply write H(λ;T ) instead of

H({λ};T ); if, in addition, dimH(λ;T ) < ∞, then λ is called a normal eigenvalue of T . The set

of all normal eigenvalues of T will be denoted by σ0(T ). Obviously, σ0(T ) consists of at most

countable many points of σ(T ).

The main results of this paper are listed as follows.

Theorem 1.1 Let T ∈ B(H). Then for each ε > 0, there exists K ∈ K(H) with ‖K‖ < ε

such that T +K ∈ (C) if and only if σ0(T ) = ∅.

Theorem 1.2 Given T ∈ B(H). Then the following are equivalent:

(1) For each ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that T +K ∈ (gC).

(2) For each λ ∈ σ0(T ), there exist unit vectors eλ ∈ ker(λ− T ) and fλ ∈ ker(λ− T )∗ such

that (eλ, fλ) = 0.

Recall that two operators A,B ∈ B(H) are similar (denoted by A ∼ B) if there exists an

invertible operator X ∈ B(H) such that AX = XB. Given T ∈ B(H), the similarity orbit
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S(T ) of T is the set {X ∈ B(H) : X ∼ T }. We denote by S(gC) the set {X ∈ B(H) : X ∼

T for some T ∈ (gC)}.

It is easy to see that Coburn property is invariant under similarity.

Theorem 1.3 Given T ∈ B(H). Then for each ε > 0, there exists K ∈ K(H) with ‖K‖ < ε

such that T +K ∈ S(gC) if and only if dimH(λ;T ) ≥ 2 for each λ ∈ σ0(T ).

Theorem 1.4 Given T ∈ B(H) and ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that

T +K /∈ S(gC).

Remark 1.1 Obviously, T ∈ (C) implies that T ∈ (gC). By Theorem 1.4, for any ε > 0,

there exists K ∈ K(H) with ‖K‖ < ε such that T +K /∈ (gC) and T +K /∈ (C).

The rest part of this paper is organized as follows. In Section 2, we make some preparations.

In Section 3, we give the proofs of Theorems 1.1–1.4. In Section 4, we define other Coburn

properties and study their compact perturbations.

2 Preparations

In this part, we list some useful results. The following is the famous decomposition theorem

due to Riesz.

Lemma 2.1 (see [16, Theorem 2.10]) Let T ∈ B(H). Suppose that σ(T ) = σ1 ∪ σ2,

where σi (i = 1, 2) are clopen subsets of σ(T ) and σ1 ∩ σ2 = ∅. Then H(σ1;T ) + H(σ2;T ) =

H,H(σ1;T ) ∩H(σ2;T ) = {0} and T admits the following matrix representation

T =

[

T1 0
0 T2

]

H(σ1;T )
H(σ2;T )

,

where σ(Ti) = σi (i = 1, 2).

Lemma 2.2 (see [9, Corollary 3.22]) Let T ∈ B(H). Suppose that T admits the following

representation

T =

[

A C
0 B

]

M
M⊥,

where σ(A) ∩ σ(B) = ∅. Then T ∼ A⊕B.

Using the above lemmas, we can obtain the following result and leave the proof to the reader.

Corollary 2.1 Let T ∈ B(H). Suppose that σ is a clopen subset of σ(T ). Then

T =

[

A ∗
0 B

]

H(σ;T )
H(σ;T )⊥

∼

[

A 0
0 B

]

H(σ;T )
H(σ;T )⊥

,

where σ(A) = σ and σ(B) = σ(T ) \ σ.

Lemma 2.3 (see [11, Lemma 3.2.6]) Let T ∈ B(H). Suppose that ∅ 6= Γ ⊂ σlre(T ). Then,

given ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that

T +K =

[

N ∗
0 A

]

M
M⊥,
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where

(1) N is a diagonal normal operator of uniformly infinite multiplicity, σ(N) = σlre(N) = Γ,

(2) σ(T ) = σ(A), σlre(T ) = σlre(A) and ind(T − λ) = ind(A− λ) for all λ ∈ ρs−F (T ).

If σ ⊂ C and λ ∈ C, then we denote dist(λ, σ) = inf{|λ− µ| : µ ∈ σ}.

Lemma 2.4 (see [19, Corollary 2.9]) Given T ∈ B(H) and ε > 0. There exists K ∈ K(H)

with

‖K‖ < ε+max{dist(λ, ∂ρs−F (T )) : λ ∈ σ0(T )},

such that σp(T +K) = ρ+s−F (T ) and σp((T +K)∗) = ρ−s−F (T ).

This result was proved in [19] and plays a key role in this work. To make this paper more

self-contained, we outline the sketch of its proof here. Given an operator T ∈ B(H), the essential

minimum modulus me(T ) of T is defined by

me(T ) = min{λ ∈ σe((T
∗T )

1

2 )}.

For γ > 0, define ∆γ(T ) = {µ ∈ C : me(µ− T ) ≤ γ}. Define

me(T ;λ) = min{γ ≥ 0 : dist(λ,∆γ(T )) ≤ γ}, λ ∈ C.

By using the property ofme(T ) and the continuity ofme(T ;λ), one can show thatme(T ;λ) ≤
1
2dist(λ, ∂σe(T )), ∀λ ∈ C. By the following result, Lemma 2.4 is clear.

Lemma 2.5 (see [10, Proposition 3.4]) Let T ∈ B(H). Given ε > 0, there exists K ∈ K(H)

with

‖K‖ < ε+max{me(T ;λ) : λ ∈ σ0(T )},

such that σp(T +K) = ρ+s−F (T ) and σp((T +K)∗) = ρ−s−F (T ).

The following result characterizes the upper semi-continuity of separate parts of the spec-

trum.

Lemma 2.6 (see [9, Theorem 1.1] Let a and b be two elements of the Banach algebra A

with identity. Assume that the spectrum σ(a) is the disjoint union of two compact subsets σ1

and σ2 such that σ1 6= ∅, and let Ω be a Cauchy domain such that σ1 ⊂ Ω and σ2 ∩ Ω = ∅. If

‖a− b‖ < min{‖(λ− a)−1‖−1 : λ ∈ ∂Ω}, then σ(b) ∩ Ω 6= ∅ and σ(b) ∩ ∂Ω = ∅.

Lemma 2.7 (see [9, Proposition 1.7] Let a be an element of the Banach algebra A with

identity and let f be an analytic function defined in a neighborhood Ω of σ(a). Given ε > 0,

there exists δ > 0 such that f(b) is well-defined for all b in A satisfying ‖b − a‖ < δ and,

moreover,

‖f(b)− f(a)‖ < ε.

For λ ∈ ρs−F (T ), the minimal index of λ− T is defined as

min ·ind(λ− T ) = min{nul(λ− T ), nul(λ− T )∗}.
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Lemma 2.8 (see [9, Corollary 1.14]) Let T ∈ B(H). Then the function λ 7→ min ·ind(λ−T )

is constant on every component of ρs−F (T ) except for an at most denumerable subset ρss−F (T )

of ρs−F (T ) without limit points in ρs−F (T ). Furthermore, if µ ∈ ρss−F (T ) and λ is a point of

ρs−F (T ) in the same component as µ but λ /∈ ρss−F (T ), then

min ·ind(λ− T ) < min ·ind(µ− T ).

Remark 2.1 ρss−F (T ) is called the set of singular points of the semi-Fredholm domain

ρs−F (T ) of T . ρrs−F (T ) = ρs−F (T ) \ ρss−F (T ) is the set of regular points. If λ ∈ ρs−F (T ) and

nul(λ−T ) < ∞ (nul(λ−T )∗ < ∞), then λ ∈ ρrs−F (T ) if and only if ker(λ−T ) ⊂
∞
⋂

n=1
ran(λ−T )n

(ker(λ− T )∗ ⊂
∞
⋂

n=1
ran((λ − T )∗)n). Obviously, we have σ0(T ) ⊂ ρss−F (T ).

3 Proof of Main Theorems

Now we are going to prove Theorem 1.1.

Proof of Theorem 1.1 “⇐=” Suppose σ0(T ) = ∅. For any ε > 0, by Lemma 2.4, there

exists K ∈ K(H) with ‖K‖ < ε such that

σp(T +K) = ρ+s−F (T ), σp((T +K)∗) = ρ−s−F (T ).

It is easy to check that σ(T +K) = ρ+s−F (T ) ∪ ρ−s−F (T ) ∪ σlre(T +K). For λ ∈ ρ+s−F (T ), we

have ker(T +K−λ)∗ = {0}. For λ ∈ ρ−s−F (T ), we have ker(T +K−λ) = {0}. For λ ∈ σlre(T ),

we have ker(T +K − λ) = ker(T +K − λ)∗ = {0}. It follows that T +K ∈ (C).

“=⇒” If σ0(T ) 6= ∅, then we arbitrarily fix λ0 ∈ σ0(T ). Choose δ > 0 such that Bδ(λ0) ∩

[σ(T ) \ {λ0}] = ∅. Let

ε0 = min{‖(µ− T )−1‖−1 : µ ∈ ∂Bδ(λ0)}.

Then ε0 > 0. For any K ∈ K(H) with ‖K‖ < ε0, by Lemma 2.6, we have σ(T +K)∩Bδ(λ0) 6= ∅

and σ(T +K) ∩ ∂Bδ(λ0) = ∅. Since

σ(T ) ∩Bδ(λ0) = {λ0} ⊂ σ0(T ),

we have σlre(T )∩Bδ(λ0) = ∅. Hence σlre(T+K)∩Bδ(λ0) = ∅. It follows that σ(T+K)∩Bδ(λ0)

consists of finite many normal eigenvalues of T + K. Choose µ0 ∈ σ(T + K) ∩ Bδ(λ0), we

have µ0 ∈ σ0(T + K) and µ0 ∈ σ0(T + K)∗. It follows that ker(T + K − µ0) 6= {0} and

ker(T +K − µ0)
∗ 6= {0}. So we have T +K /∈ (C).

Lemma 3.1 (see [14, Theorem 3.1]) Let T ∈ B(H) and 0 ∈ σ0(T ). If {Kn}∞n=1 ⊂ K(H)

and ‖Kn‖ → 0, then there exists a subsequence {Knk
}∞k=1 of {Kn}∞n=1, λk → 0 and xk ∈

ker(T +Knk
− λk) with ‖xk‖ = 1 for k ≥ 1 such that xk converges to some x ∈ ker(T ) in the

norm topology.

Corollary 3.1 Let T ∈ B(H) and 0 ∈ σ0(T ). If {Kn}∞n=1 ⊂ K(H) and ‖Kn‖ → 0, then

there exists a subsequence {Knk
}∞k=1 of {Kn}∞n=1, λk → 0, xk ∈ ker(T+Knk

−λk) with ‖xk‖ = 1
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and yk ∈ ker(T +Knk
−λk)

∗ with ‖yk‖ = 1 for k ≥ 1 such that xk converges to some x ∈ ker(T )

and yk converges to some y ∈ ker(T ∗) in the norm topology.

Proof of Theorem 1.2 “(2)=⇒(1)”. For any ε > 0, let

σ =
{

λ ∈ σ0(T ) : dist(λ, ∂ρs−F (T )) ≥
ε

2

}

.

Then σ is a finite clopen subset of σ(T ). By Corollary 2.1, T can be written as

T =

[

A B
0 C

]

H(σ;T )
H(σ;T )⊥

,

where H(σ;T ) is a finite dimensional space, σ(A) = σ and σ(C) = σ(T ) \ σ. Also, we have

dist(λ, ∂ρs−F (C)) <
ε

2

for each λ ∈ σ0(C). By Lemma 2.4, there exists a compact operator K0 on H(σ;T )⊥ with

‖K0‖ < ε
2 such that

σp(C +K0) = ρ+s−F (C) = ρ+s−F (T ) (3.1)

and

σp((C +K0)
∗) = ρ−s−F (C) = ρ−s−F (T ). (3.2)

We list σ as follows

σ = {λ1, λ2, · · · , λk}.

Also by Corollary 2.1, T |H(σ;T ) admits the following representation

T |H(σ;T ) =











A1 ∗ ∗ ∗
A2 ∗ ∗

. . .
...
Ak











H1

H2

...
Hk

,

where σ(Ai) = {λi}, Hi is a finite dimensional Hilbert space for each 1 ≤ i ≤ k. In fact,

{H1,H2, · · · ,Hk} are mutually orthogonal and defined such that
m
⊕

i=1

Hi = H({λ1, · · · , λm};T )

for each 1 ≤ m ≤ k. By condition (2), there exist unit vectors ei ∈ ker(λi − T ) and fi ∈

ker(λi − T )∗ such that ei⊥fi for 1 ≤ i ≤ k. It follows that PHi
ei 6= 0, PHi

fi 6= 0 and

PHi
ei⊥PHi

fi for each 1 ≤ i ≤ k. A direct calculation shows that (λi − Ai)
( PHi

ei

‖PHi
ei‖

)

= 0 and

(λi − Ai)
∗
( PHi

fi

‖PHi
fi‖

)

= 0. Applying Gramm-Schimidt process, we can choose an orthornormal

basis {h
(i)
j }ni

j=1 of Hi with h
(i)
1 =

PHi
ei

‖PHi
ei‖

, h
(i)
ni =

PHi
fi

‖PHi
fi‖

such that Ai admits the following

representation

Ai =















λi ∗ ∗ ∗ ∗
λi ∗ ∗ ∗

. . .
. . .

...
λi ∗

λi















h
(i)
1

h
(i)
2
...

h
(i)
ni−1

h
(i)
ni

.
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Choose an operator Ki on Hi with ‖Ki‖ < ε
2 such that

Ai +Ki =















λi µ1 ∗ ∗ ∗
λi µ2 ∗ ∗

. . .
. . .

...
λi µni−1

λi















h
(i)
1

h
(i)
2
...

h
(i)
ni−1

h
(i)
ni

,

where µj 6= 0 for all 1 ≤ j ≤ ni − 1.

Let

K =















K1

K2

. . .

Kk

K0















H1

H2

...
Hk

H(σ;T )⊥

.

Then K ∈ K(H) and ‖K‖ < ε. It is easy to check that

ker(T +K − λi) ⊂
(

i−1
⊕

j=1

Hj

)

⊕
∨

{h
(i)
1 } (3.3)

and

ker(T +K − λi)
∗ ⊂

∨

{h(i)
ni
} ⊕

(

k
⊕

j=i+1

Hj

)

⊕H(σ;T )⊥ (3.4)

for each 1 ≤ i ≤ k. It follows that ker(T + K − λi)⊥ ker(T + K − λi)
∗ for each 1 ≤ i ≤ k.

Obviously, we have σp(T +K) ⊂ {λi}ki=1∪σp(C+K0) and σp(T +K)∗ ⊂ {λi}ki=1∪σp(C+K0)
∗.

For fixed λ ∈ σp(T+K), we shall show that ker(T+K−λ) and ker(T+K−λ)∗ are orthogonal. If

λ = λi for some 1 ≤ i ≤ k, by (3.3) and (3.4), ker(T+K−λ) and ker(T+K−λ)∗ are orthogonal.

If λ ∈ σp(C +K0), by (3.1) and (3.2), we have λ /∈ σp(T +K)∗. Hence ker(T +K − λ)∗ = {0}.

So we have T +K ∈ (gC).

“(1)=⇒(2)”. We directly assume that σ0(T ) consists of infinitely many points. The finite

case is much easier to prove. Let σ0(T ) = {λk}∞k=1 be an enumeration of σ0(T ). Since (1) holds

for T , there exists {Kn}∞n=1 ⊂ K(H) with ‖Kn‖ → 0 such that T +Kn ∈ (gC) for each n ≥ 1.

By Corollary 3.1 and diagonal process, we can find {Knj
}∞j=1 and {µ

(k)
j }∞j=1 with µ

(k)
j → λk

as j → ∞, x
(k)
j ∈ ker(T +Knj

− µ
(k)
j ) with ‖x

(k)
j ‖ = 1 and y

(k)
j ∈ ker(T +Knj

− µ
(k)
j )∗ with

‖y
(k)
j ‖ = 1 such that x

(k)
j converges to some xk ∈ ker(T − λk) and y

(k)
j converges to some

yk ∈ ker(T − λk)
∗ as j → ∞ for each k ≥ 1. Obviously, we have ‖xk‖ = ‖yk‖ = 1 for each

k ≥ 1. Since T +Knj
∈ (gC) for each j ≥ 1, we have (x

(k)
j , y

(k)
j ) = 0 for each j ≥ 1. It follows

that (xk, yk) = 0 for each k ≥ 1.

Proof of Theorem 1.3 “=⇒”. We assume that there exists a sequence of compact op-

erators {Kn}∞n=1 with ‖Kn‖ → 0 such that T + Kn ∈ S(gC). Then we shall show that

dimH(λ;T ) ≥ 2 for each λ ∈ σ0(T ). Otherwise, there exists some λ0 ∈ σ0(T ) such that

dimH(λ0;T ) = 1. Then we can choose a δ > 0 such that Bδ(λ0) ∩ [σ(T ) \ {λ0}] = ∅. By Lem-

ma 2.6, there exists n0 such that σ(T +Kn)∩Bδ(λ0) 6= ∅ and σ(T +Kn)∩∂Bδ(λ0) = ∅ for each
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n ≥ n0. Applying Lemma 2.7, we can choose n1 large enough such that E(Bδ(λ0);T +Kn1
)

and E(Bδ(λ0);T ) are similar. Notice that ranE(Bδ(λ0);T ) = ranE(λ0;T ) = H(λ0;T ), we

have

dim ranE(Bδ(λ0);T +Kn1
) = 1.

Since T +Kn1
∈ S(gC), there exists T0 ∈ (gC) such that T0 and T +Kn1

are similar.

This means that Bδ(λ0) ∩ σ(T0) consists of only one point. We denote it by {µ}. Also we

have dimH(µ;T0) = 1. By Corollary 2.1, T0 can be written as

T0 =

[

µ B
0 C

]

H(µ;T0)
H(µ;T0)

⊥,

where µ /∈ σ(C). Arbitrarily choose a unit vector e ∈ H(µ;T0). We have H(µ;T0) =
∨

{e}. A

direct calculation shows that ker(T0 − µ) =
∨

{e}. Since T0 ∈ (gC), we have ker(T0 − µ)∗ ⊂

H(µ;T0)
⊥. Notice that µ 6∈ σ(C∗), we have ker(T0 − µ)∗ = {0}. This is contradict to the fact

that µ ∈ σ0(T
∗
0 ).

“⇐=”. Apply the same argument as “(2) =⇒ (1)” in the proof of Theorem 1.2. For each

ε > 0, we can choose K ∈ K(H) with ‖K‖ < ε such that T +K can be written as

T +K =















A1 +K1 ∗ ∗ ∗ ∗
A2 +K2 ∗ ∗ ∗

. . .
. . .

...
Ak +Kk ∗

C +K0















H1

H2

...
Hk

H(σ;T )⊥

,

where H1,H2, · · · ,Hk, H(σ;T )⊥ are mutually orthogonal and dimHi ≥ 2 for each 1 ≤ i ≤ k.

Also, we have

σp(C +K0) = ρ+s−F (T ) (3.5)

and

σp((C +K0)
∗) = ρ−s−F (T ). (3.6)

By Corollary 2.1 and the Jordan standard theorem, T + K can be similar to the following

operator T1,

T1 =















A1

A2

. . .

Ak

C +K0















H1

H2

...
Hk

H(σ;T )⊥

,

where

Ai =















λi 1
λi 1

. . .
. . .

λi 1
λi















e
(i)
1

e
(i)
2
...

e
(i)
ni−1

e
(i)
ni

,

ni ≥ 2, {e(i)}ni

j=1 is an orthonormal basis of Hi for each 1 ≤ i ≤ k.
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It is easy to see that

σp(T1) = {λi}
k
i=1 ∪ σp(C +K0) (3.7)

and

σp(T
∗
1 ) = {λi}

k
i=1 ∪ σp(C +K0)

∗. (3.8)

It suffices to show that T1 ∈ (gC). For any λ ∈ σp(T1), we shall show that ker(T1 − λ) and

ker(T1 − λ)∗ are orthogonal. If λ = λi for some 1 ≤ i ≤ k, we have ker(T1 − λi) =
∨

{e
(i)
1 } and

ker(T1−λi)
∗ =

∨

{e
(i)
ni }. Then ker(T1−λi) and ker(T1−λi)

∗ are orthogonal. If λ ∈ σp(C+K0),

by (3.5)–(3.6), we have λ /∈ σp(T
∗
1 ). Then ker(T1 − λ)∗ = {0} and hence ker(T1 − λ) and

ker(T1 − λ)∗ are orthogonal. It follows that T1 ∈ (gC).

Proof of Theorem 1.4 Arbitrarily fix ε > 0. Since ∂σ(T ) ∩ σlre(T ) 6= ∅, we choose

λ0 ∈ ∂σ(T ) ∩ σlre(T ). By Lemma 2.3, there exists K1 ∈ K(H) with ‖K1‖ < ε
2 such that

T +K1 =

[

λ0 C
0 A

]

e
e⊥

,

where e is a unit vector inH and σ(A) = σ(T ). We can choose µ0 /∈ σ(T ) such that |µ0−λ0| <
ε
2 .

Let

K2 =

[

µ0 − λ0 0
0 0

]

e
e⊥

.

Then K2 is a rank-one operator. and hence K = K1 +K2. We have K ∈ K(H) and ‖K‖ < ε.

Moreover, we have

T +K =

[

µ0 C
0 A

]

e
e⊥

.

It suffices to show that T +K /∈ S(gC). Otherwise, there exists T1 ∈ (gC) such that T1 and

T +K are similar. Since µ0 /∈ σ(T ) and σ(A) = σ(T ), µ0 is an isolated point in σ(T +K). It

follows that µ0 ∈ σ0(T +K) and hence µ0 ∈ σ0(T1). Obviously, we have H(µ0;T +K) = 1 and

hence H(µ0;T1) = 1. Then T1 can be written as

T1 =

[

µ0 E
0 F

]

H(µ0;T1)
H(µ0;T1)

⊥,

where µ0 /∈ σ(F ).

It is easy to see that ker(T1 − µ0) = H(µ0;T1). Since T1 ∈ (gC), we have ker(T1 −

µ0)⊥ ker(T1 − µ0)
∗ and hence ker(T1 − µ0)

∗ ⊂ H(µ0;T1)
⊥. Notice that µ0 /∈ σ(F ), it fol-

lows that ker(T1 − µ0)
∗ = {0}. This is contradict to the fact that µ0 ∈ σ0(T

∗
1 ).

4 Other Coburn Type Properties and Compact Perturbations

First, we give the following definitions.

Definition 4.1 T ∈ B(H) is called a GC operator if the subspaces ker(T−λ)∩ker(T−λ)∗ =

{0} for each λ ∈ C, denoted by T ∈ (GC).

Obviously, T ∈ (gC) implies that T ∈ (GC).
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Definition 4.2 T ∈ B(H) is said to have property (Re), denoted by T ∈ (Re), if ker(T−λ) ⊂
∞
⋂

n=0
ran(T − λ)n for each λ ∈ C.

Definition 4.3 T ∈ B(H) is said to have property (P ), denoted by T ∈ (P ), if ker(T −λ) ⊂

ker(T − λ)∗ for each λ ∈ C.

In this part, we get the following results.

Theorem 4.1 Given T ∈ B(H). Then for each ε > 0, there exists K ∈ K(H) with ‖K‖ < ε

such that T +K ∈ (GC).

Theorem 4.2 Given T ∈ B(H). Then the following are equivalent:

(1) For any ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that T +K ∈ (Re);

(2) σ0(T ) = ∅.

Theorem 4.3 Given T ∈ B(H). Then the following statements are equivalent:

(1) For any ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that T +K ∈ (P ).

(2) ρ+s−F (T ) = ∅ and H(λ;T ) reduces T, T |H(λ;T ) is normal for each λ ∈ σ0(T ).

Theorem 4.4 Given T ∈ B(H). Then the following are equivalent:

(1) For each ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that T +K /∈ (GC).

(2) There exists a sequence of unit vectors {en}
∞
n=1 such that

‖Ten‖
2 − |(Ten, en)|

2 + ‖T ∗en‖
2 − |(T ∗en, en)|

2 → 0

as n → +∞.

Theorem 4.5 Given T ∈ B(H) and ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that

T +K /∈ (Re) and T +K /∈ (P ).

Proof of Theorem 4.1 For any ε > 0, let

σ =
{

λ ∈ σ0(T ) : dist(λ, ∂ρs−F (T )) ≥
ε

2

}

.

Then σ is a finite clopen subset of σ(T ). By Corollary 2.1, T can be written as

T =

[

A B
0 C

]

H(σ;T )
H(σ;T )⊥

,

where H(σ;T ) is a finite dimensional space, σ(A) = σ and σ(C) = σ(T ) \ σ. Also, we have

dist(λ, ∂ρs−F (C)) <
ε

2

for each λ ∈ σ0(C). By Lemma 2.4, there exists a compact operator K0 on H(σ;T )⊥ with

‖K0‖ < ε
2 such that

σp(C +K0) = ρ+s−F (C) = ρ+s−F (T ) (4.1)

and

σp((C +K0)
∗) = ρ−s−F (C) = ρ−s−F (T ). (4.2)
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Assume that dimH(σ;T ) = N . We divide the proof into two cases.

Case 1, N ≥ 2. There exists a compact operator K1 with ‖K1‖ < ε
2 acting on H(σ, T ) such

that

A+K1 =















µ1 ν1 ∗ · · · ∗
µ2 ν2 · · · ∗

. . .
. . .

...
µN−1 νN−1

µN















e1
e2
...

eN−1

eN

,

where µi 6= µj for each i 6= j, µj /∈ σ(C) for 1 ≤ j ≤ N and νj 6= 0 for each 1 ≤ j ≤ N − 1,

{ej}Nj=1 is an orthonormal basis of H(σ;T ). Let

K0 =

[

0
K0

]

H(σ;T )
H(σ;T )⊥

and

K1 =

[

K1

0

]

H(σ;T )
H(σ;T )⊥

.

Let K = K0 +K1. Then we have K ∈ K(H), ‖K‖ < ε and

T +K =



















µ1 ν1 ∗ · · · ∗ ∗
µ2 ν2 · · · ∗ ∗

. . .
. . .

...
...

µN−1 νN−1 ∗
µN ∗

C +K0



















e1
e2
...

eN−1

eN
H(σ;T )⊥

.

For 1 ≤ i ≤ N , by (4.1) and (4.2) we have

ker(C +K0 − µi) = ker(C +K0 − µi)
∗ = {0}.

It is easy to see that

ker(T +K − µi) ⊂
i
∨

j=1

{ej}

and

ker(T +K − µi)
∗ ⊂

(

N
∨

j=i

{ej}
)

⊕H(σ;T )⊥.

Hence, we have

ker(T +K − µi) ∩ ker(T +K − µi)
∗ ⊂ ∨{ei}.

To get ker(T +K−µi)∩ker(T +K−µi)
∗ = {0}, it suffices to show that ei /∈ ker(T +K−µi)∩

ker(T +K − µi)
∗. For 1 ≤ i ≤ N − 1, by νi 6= 0, it is easy to see that ei /∈ ker(T +K − µi)

∗.

For i = N , by νN−1 6= 0, we have eN /∈ ker(T +K − µN ). Hence

ker(T +K − µi) ∩ ker(T +K − µi)
∗ = {0} (4.3)

for each 1 ≤ i ≤ N .
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For any λ ∈ σp(C +K0), by (4.1) and (4.2), we have λ /∈ σp(T +K)∗. It follows that

ker(T +K − λ)∗ = {0}. (4.4)

Since σp(T +K) ⊂ {µi}Ni=1 ∪ σp(C +K0), by (4.3) and (4.4), we have

ker(T +K − λ) ∩ ker(T +K − λ)∗ = {0}

for each λ ∈ σp(T +K). Hence T +K ∈ (GC).

Case 2, N = 1. Choose a unit vector e in H(σ;T ). Then T can be rewritten as

T =

[

λ B
0 C

]

e
e⊥

.

We also let

K0 =

[

0

K0

]

e
e⊥

.

Then we have

T +K0 =

[

λ B
0 C +K0

]

e
e⊥

.

We can choose a rank-one operator K1 with ‖K1‖ < ε
2 such that

T +K0 +K1 =

[

λ B
0 C +K0

]

e
e⊥

,

where B 6= 0. We shall show that T +K0 +K1 ∈ (GC). As the proof of Case 1, it suffices to

show that

ker(T +K0 +K1 − λ) ∩ ker(T +K0 +K1 − λ)∗ = {0}. (4.5)

Since λ /∈ σ(C), then ind(C + K0 − λ) = 0. By (4.1) and (4.2), we have ker(C + K0 − λ) =

ker(C +K0 − λ)∗ = {0}. It is easy to see that ker(T +K0 +K1 − λ) =
∨

{e}. If (4.5) does not

hold, then we have e ∈ ker(T +K0 +K1 − λ)∗. Since B 6= 0, a direct calculation shows that

(T +K0 +K1 − λ)∗e 6= 0. This leads a contradiction.

Proof of Theorem 4.2 “(1) =⇒ (2)”. Assume that there exists a sequence of compact

operators {Kn}∞n=1 with ‖Kn‖ → 0 such that T +Kn ∈ (Re) for each n ≥ 1. We shall show

that σ0(T ) = ∅. Otherwise, arbitrarily choose λ0 ∈ σ0(T ). By Lemma 2.6, there exists n0 such

that σ0(T +Kn0
) 6= ∅. Choose µ0 ∈ σ0(T +Kn0

). By Lemma 2.1, T +Kn0
can be written as

T +Kn0
=

[

A 0
0 B

]

H(µ0;T +Kn0
)

H(σ(T +Kn0
) \ {µ0};T +Kn0

)
.

We denote p = dimH(µ0;T +Kn0
), then 1 ≤ p < ∞. It follows that ker(T +Kn0

− µ0) 6= ∅

and ker(T + Kn0
− µ0) ⊂ H(µ0;T + Kn0

). On the other hand, we have (A − µ0)
p = 0 and

µ0 /∈ σ(B). We have ran(T +Kn0
−µ0)

p = H(σ(T +Kn0
)\{µ0};T +Kn0

). So T +Kn0
/∈ (Re).

This leads a contradiction.

“(2) =⇒ (1)”. Assume that σ0(T ) = ∅. For each ε > 0, we shall show that there exists

K ∈ K(H) with ‖K‖ < ε such that T +K ∈ (Re). By Lemma 2.5, there exists K ∈ K(H) with

‖K‖ < ε such that

σp(T +K) = ρ+s−F (T ), σp((T +K)∗) = ρ−s−F (T ). (4.6)
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It suffices to show that T +K ∈ (Re). Given λ ∈ C, if λ ∈ σlre(T ), by (4.6), we have ker(T +

K−λ) = {0}. If λ ∈ ρs−F (T ), we divide the proof into three cases. When ind(T +K −λ) = 0,

by (4.6), we have ker(T + K − λ) = {0}. When ind(T + K − λ) > 0, also by (4.6), we have

ker(T +K − λ)∗ = {0} and hence ker((T +K − λ)n)∗ = {0} for each n ∈ {0} ∪ N. It follows

that ran(T +K − λ)n = H and hence
∞
⋂

n=0
ran(T +K − λ)n = H. When ind(T +K − λ) < 0,

by (4.6), we have ker(T +K − λ) = {0}. In any case, we have

ker(T +K − λ) ⊂
∞
⋂

n=0

ran((T +K − λ)n)

for each λ ∈ C. Hence T +K ∈ (Re).

Proof of Theorem 4.3 “(1) =⇒ (2)”. Assume (1) holds for T . First, we shall show

ρ+s−F (T ) = ∅. Otherwise, we can choose λ0 ∈ ρ+s−F (T ). For any K ∈ K(H), we have ind(T +

K − λ0) > 0. It follows that dimker(T + K − λ0) > dim(T + K − λ0)
∗. This means that

T +K /∈ (P ). This leads a contradiction.

Second, we shall show H(λ0;T ) reduces T for each λ0 ∈ σ0(T ). Let λ0 ∈ σ0(T ). Then we

can choose a δ > 0 such that Bδ(λ0) ∩ [σ(T ) \ {λ0}] = ∅. By Lemma 2.6, there exists n0 such

that σ(T +Kn) ∩Bδ(λ0) 6= ∅ and σ(T +Kn) ∩ ∂Bδ(λ0) = ∅ for each n ≥ n0. By Lemma 2.7,

we have

‖E(Bδ(λ0);T +Kn)− E(Bδ(λ0);T )‖ → 0 (4.7)

as n → +∞. Since T +Kn ∈ (P ), it is easy to see that H(Bδ(λ0);T +Kn) reduces T +Kn for

n ≥ n0. This means that E(Bδ(λ0);T +Kn) = E(Bδ(λ0);T +Kn)
∗ and

E(Bδ(λ0);T +Kn)(T +Kn) = (T +Kn)E(Bδ(λ0);T +Kn).

As n → +∞, we have

E(Bδ(λ0);T )T = TE(Bδ(λ0);T ).

By (4.7), we also have E(Bδ(λ0);T ) = E(Bδ(λ0);T )
∗. Since Bδ(λ0)∩ σ(T ) = {λ0}, so we have

got

E(λ0;T )T = TE(λ0;T ), E(λ0;T ) = E(λ0;T )
∗.

Hence H(λ0;T ) reduces T .

Third, we shall show that T |H(λ0;T ) is normal for each λ ∈ σ0(T ). Assume that there exists

{Kn}∞n=1 ⊂ K(H) with ‖Kn‖ → 0 such that T + Kn ∈ (P ) for each n ≥ 1. Fix λ0 ∈ σ0(T ).

Choose δ > 0 such that Bδ(λ0) ∩ [σ(T ) \ {λ0}] = ∅. By Lemma 2.6, there exists n0 such that

σ(T +Kn) ∩Bδ(λ0) 6= ∅ and σ(T +Kn) ∩ ∂Bδ(λ0) = ∅ for each n ≥ n0. We denote

f(z) =

{

z, z ∈ Bδ(λ0),

0, z /∈ Bδ(λ0).

By Lemma 2.7, we have ‖f(T + Kn) − f(T )‖ → 0 as n → ∞. In fact, we have that f(T +

Kn)|H(Bδ(λ0);T+Kn) = (T +Kn)|H(Bδ(λ0);T+Kn) and its spectrum consists of finite many normal

eigenvalues of T + Kn. We denote σ((T + Kn)|H(Bδ(λ0);T+Kn)) = {µ1, µ2, · · · , µkn
}. Since



690 T. T. Zhou, B. Liang and C. Y. Wang

T +Kn ∈ (P ), we have ker(T +Kn − µi) ⊂ ker(T +Kn − µi)
∗ for 1 ≤ i ≤ kn. It follows that

f(T +Kn) is normal and hence f(T ) is normal. Hence T |H(λ0;T ) = f(T )|H(λ0;T ) is normal.

“(2) =⇒ (1)”. For any ε > 0, let

σ = {λ ∈ σ0(T ) : dist(λ, ∂ρs−F (T )) ≥ ε}.

Then σ is a finite clopen subset of σ(T ). By Corollary 2.1 and condition (2), T can be written

as

T =

[

A 0
0 C

]

H(σ;T )
H(σ;T )⊥

,

where A is a normal operator acting on the finite dimensional space H(σ;T ), σ(A) = σ and

σ(C) = σ(T ) \ σ. Then it follows that

dist(λ, ∂ρs−F (C)) < ε

for each λ ∈ σ0(C). By Lemma 2.4, there exists a compact operator K on H(σ;T )⊥ with

‖K‖ < ε such that σp(C +K) = ρ+s−F (T ) = ∅. Let

K =

[

0 0

0 K

]

H(σ;T )
H(σ;T )⊥

.

Then K ∈ K(H) and ‖K‖ < ε. Also, we have

T +K =

[

A 0

0 C +K

]

H(σ;T )
H(σ;T )⊥

.

So we have σp(T +K) = σ. Since A is normal on finite dimensional space, we have ker(A−λ) =

ker(A− λ)∗ for each λ ∈ σ. It follows that

ker(T − λ) ⊂ ker(T − λ)∗

for each λ ∈ C. This finishes the proof.

Proof of Theorem 4.4 “(1) =⇒ (2)”. For any ε > 0, we shall choose a unit vector e

such that ‖Te‖2 − |(Te, e)|2 + ‖T ∗e‖2 − |(T ∗e, e)|2 < ε. By (1), there exists K ∈ K(H) with

‖K‖ <
√

ε
2 such that T +K /∈ (GC). Hence there exists λ0 ∈ C such that ker(T +K − λ0) ∩

ker(T +K − λ0)
∗ 6= {0}. We can choose a unit vector e ∈ ker(T +K −λ0)∩ ker(T +K − λ0)

∗.

Then we have

T +K − λ0 =

[

0 0
0 A

]

e
e⊥

.

We rewrite K as follows

K =

[

µ K12

K21 K22

]

e
e⊥

.

It follows that

T =

[

λ0 − µ −K12

−K21 λ0 +A−K22

]

e
e⊥

.

Since ‖Te‖2 − |(Te, e)|2 = ‖K21e‖2 ≤ ‖K‖2 and ‖T ∗e‖2 − |(T ∗e, e)|2 = ‖K∗
12e‖

2 ≤ ‖K∗‖2, we

have

‖Te‖2 − |(Te, e)|2 + ‖T ∗e‖2 − |(T ∗e, e)|2 < ε.
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“(2) =⇒ (1)”. Assume (2) holds, for any ε > 0, we can choose n0 ∈ N such that

‖Ten0
‖2 − |(Ten0

, en0
)|2 + ‖T ∗en0

‖2 − |(T ∗en0
, en0

)|2 < ε2. (4.7)

Then T can be written as

T =

[

λ T12

T21 T22

]

en0

e⊥n0

.

Let

K =

[

0 T12

T21 0

]

en0

e⊥n0

.

Obviously, K ∈ K(H). By (4.7), it is easy to see that ‖K‖ < ε. Then we have

T −K =

[

λ 0
0 T22

]

en0

e⊥n0

.

It follows that en0
∈ ker(T −K − λ) ∩ ker(T −K − λ)∗ and hence T −K /∈ (GC).

Proof of Theorem 4.5 Similarly to the proof of Theorem 1.4, for each ε > 0, we can

choose a compact operator K with ‖K‖ < ε such that

T +K =

[

µ0 B
0 A

]

e
e⊥

,

where µ0 is a normal eigenvalue of T+K and B 6= 0. By Lemma 2.8 and Remark 2.1, it is easy to

see that µ0 is a singular point in ρs−F (T+K). Hence “ker(T+K−µ0) ⊂
∞
⋂

n=0
ran((T+K−µ0)

n)”

does not hold. Also, it is easy to see that e ∈ ker(T +K−µ0) and e /∈ ker(T +K−µ0)
∗. Hence

T +K /∈ (Re) and T +K /∈ (P ).
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