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Introductlon and pr1nc1pal results

Let Q be a bounded open se{; in R* Contammg the origin with a smooth boundary
I'. In this paper we restrict ourselves 10 the case n=2.0r 3, which-is ‘more:important
in. applications. A, o

Let A be a second order self—abJomt elhptlc operator with variable coefficients -

ap=-31 2 (au(w)—-—>+c(m)¢ @
with a,;(w) and c(a;) suitably smooth , R
a5@®) =ax(@), 4, j=1, =, m, oo T )
and Jahere ex1sts a constant a>0 such ’ahat . o .
3 4@t >alél? VeeR:, sca, - ®

Tn the ‘first part.of:this’ paper we shall prove ‘the following results for 11m1’a
behaviors of solutions for some parabolic equations of higher order:
-I.1. Forany v€L?*(0, T'), conS1der Jﬁhe followmg 1n1t1a1 boundary value pro-
blem _ : ‘

@L*+A'y=u(t)a(m); in'Q'=g>< (O‘T),

y=0 on 2= fX(O T), R
(a: 0) 0 inQ, " .,
where 8 () is the Dirac mass at the origin. By transposmon (ef. [1, 2]), problem
(I) admits a unique weak solution y=1y(¥; ») €EIAQ).
For any s>0 fixed, consider the following approxunatmn of problem (I)

D
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e | o po o+ Ay, =0, (1)3(2), in @,

"ot
(I)s ’ B=Ays=0’ on 2,
4 O | ¥.(z, 0)=0, in Q,

Tt is well known (cf. [8]) that for any v,(t) € I? (0 T), problem (I), ‘possesses a
unique solutlon ry, Ys (% vs)

wEIAO, T Hs(a)nﬂl(g)) 3% €L, T H-(Q)) @)

and X (t)-—> {ya, 3(1/, }

is a continuous linear mapping from L2 (0, T) to
{L2(0, T; H*(Q)) xL*(0, T; H3(Q))},
Honcs , "
Y:(T; v.) €LF(Q) ‘ (5)

and :
Ly: v, (t)—> 4o (T50,) - (6)
is a continuous linear mapping from L’ (0 T) to L* (Q)

In I. § 1—2 we shall prove

Theorem 1 (resp. Theorem 1 bis) 43 ¢—0, if

: v,()—> v (t) ' ' (7)
in L2[0, T weakly (resp. strongly), then : -
RGBS 'y (& v) (8)

in L2 (Q) weally (resp. strongly).
Corollary 1.1. In Theorem 1 (resp. T]worem 1 bis) zf we Suppose fwtimrr tlmt for
&>0 small enough ' v .
{v.(T; v.)} belongs to a weakly (resp. st/rohgly) compact subset of L*(Q), (9)

then . . = )

L - Ye(T; 0)—>y(T; v).in L*(Q) weakly (resp. strongly), as e—>0 - (10)
] VE YU, ‘ . B (11)
where YU is the fwnctwn space (cf. [2], [7—9])

U={v|v€L?(0, T), y(T; v) EL*(Q)} (12)
provided with the graph norm, : ‘
L. 2. For problems (I) and @D)s, we consnder the correspondmg adjoint problems
as follows

3t +A¢ ¢ inQ,

an. “Yp=0 on 3,
p(x, T)=0 in
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——a%-+sA2<p,+Aq)s=g[J, in Q,
(Ds : =Ap,= o - on 2z,
©s (a; T)= -0 in Q,
Let ¢(t; ¥) and @, (%; llls) denote the solutions of problem ID) and (II) respectwely,
in I. § 1—2 we shall prove
Theorem 2 (resp. Theorem 2 b1s) As s—>0 q,f

RN P> in LA (Q) sirongly. (fresp wealaly), _ o S | ‘(1‘3')
then ' _
: @t Po)—> (b ) in H>H(Q) strongly (resp. weakly),. . . (14)
where ' ' ‘
B:3@ ={plp€ T 0, Ts B*(@)), g‘;’ €@ }; (15)

In particular ‘ : -

2.0, #; Y)—> (0, t; ) in L2(0, T) stq'ongly “(resp. fwewkly) _ - (16)

I 3 For any 8(z) € I*(Q), the following problem o o
gp +Ap -0 in Q -
(11D p=0" on‘E
p(z, T)=8(») inQ
admits a umque solutlon p=p(8) (cf. [3]) v _ o
pEIF(0, T HY@)), LI (0, T; me@). D
- For any &>>0 fixed, construct the followmg approximation of problem (III)

, —%Zt?‘—'+sA2 .+ Ap,=0"in @,
), e
_ s (@, T) =8, (2) in Q, .
Tt is well. known (cf. [8]) that for any Ss(«) € I?(Q), problem (IIT), admits a unique
solution p,=ps(%; Se) ‘

p €I, T; H*(@)NH@)), 2 T80, T, H(@) 19

and L o Sy~ {ps,- _3329;_}
in.a continuous linear mapping from L?(Q) to
{L”(O T; Hﬂ(.Q)) XL”(O T H’ﬂ(.Q))}
Hence
.0, #; Ss) €L(0, T) 19
L 8, (2)—>p. (0, % S,) (20)
is a continuous linear mapping from I?(Q) t0.L2(0, T'), ’ :

and
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In I. § 3—4 we shall prove )
Theorem 3 (resp. Theorem 3 b1s) As s——>0 3 f _. :
’ S, (a;)—fS(w) in L2(Q) 'wealaly ('resp st/ron_qu), ) (21)
then
e (t S, )—->p(t S) in L”(O Vil Hl(.())) 'weakly (fresp strongly) ' (22)
Corollary 8..1. In leorem 3 (rresp leorem 3 b'os) 'z,f we suppose fwrtlwr that
for &£>0 small enough :
- {ps (0, % 8,)} belongs to'a - weakly’ (fresp stfrongly) oampwct subset of I2(0, T), (23)
then
o ps(0, ‘S,‘)'—»p(o,' t'8) ?77‘:/13”(0, T) 'zbedklg'y"(resp-."s'trongly) ,ase—>0  (24)

and _

‘o . _ coleEy o ey (25)
where U* is the fwrwtwn space (cf [2.7,9]) " e s
. L TS BISER@, pO, 5 S)ETNO, T} (26)

«prromded with the gmph norm, P

In the second part of thls paper we shall use the precedmg results in the first
part to study the following various problems of opt1ma1 control:

II. 1. By means of Problem. (I) we define the cost function

I (0) = Nj =dt+f ly(T e) ~Za |, VoE 2, @)

where Z, is given in L? (!2), N is g1ven>0 and % is deﬁned by (12) It is easy to seo
(cf [5]) that there exists a umqne ‘element Up= uo(t) € U 'such that
= ' 7 (ug) = me(fv) el e (28)

The corresponding optimality system:is the followmg

%%+Ay=-———p(0 t)8(cv),=-—~——-+Afp 0 in@Q,
T y=0,p—0 St s,
o y(@, 0y=0; p(a; T) ~y(, T) Zy ma
and the optlmal control Yo is given by ‘
{or GO T ‘."_;___p<0 ) R T (29)

Similarly, by means of proble'm -(T) ',;--, “we can -define the cost function .
T (0) = NI 2dt+I !y,(T q;) Zd]”dw vaGL’(O Ty (30)

Noticing (6), it is easﬂy seen that there ex1sts a unlque element u=u,(t) € L(0,.T")
..such that

| J (u.) ~ int J (q;) : “(81)

! L veIAOT) .

The corresponding optimality system is the followmg
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) B a2y, Ay~ —-——p,,(O t)6(a;),
0 s ‘ ’ o .
av, { - g +8A2 s-i—Aps - | mQ
8=Ay8=0; ZJs=AZJs= o on E,

(@ 0)=0, pi@, TY=4u(e, T)~Zg 2
and the optimal control u, is given by

. = ps<o t) f Y ¢ >

In II. § 1 we shall prove .

. Theorem 4 As e—>0, we have :
S (1) Te(u)—> T (uo)s L (33)
(i) ws—>ug in L?(0, T) strongly. -~ Lot TR (34)

Moreover, for the solutions {y, p.} and {y, p} of the 0ptq,malzty systems (IV) and, (IV)
a"espectwely, we have. as 8—>0

ys—> 4 in L?(Q) strongly, R SR (35)

Y (T)—>y(T) in L*(Q) strongly, - . . =+ - .. (86)
pe—>pin L20, T; H}(Q)) strongly, - . . (37
9:(0, )—>p(0, t) in L?(0, T') strongly. - . (38)

- I1. 2. By duality, we can define the cost function by means of problem (III) as
. follows ‘

M(ES) —Nj 52 dw—i—r (p‘(O' b 8) = Zs())*db, *vse w*,. (39)

where Z4(t) is given in L?(0, T), N is. g1ven>0 and %* is deﬁned by (26). There
ex1sts a unique element go=go(2) € %* such that

S M(go)= 1nf M), . (40)
The corresponding optimality system is ’ﬁhe following R |
2y ap=0, Wt dy= o0, 1) - zd<t>>a<w> nQ
(V) 3p=0, y=0 : on 2
b =~y 1), e, 0=0 =@

@1}@ the optimal control go is given: by -~

) Besides, by means of problem (III), wo can also define the cost funotion
M,(8) =NI 'S”'(fw)dw-i-'f @0, & 8) —Zs(1))*dt, VSEL(@). = .+(42)

'Notmmg (20), it is easy to see that there ex1sts a unlque element g:=¢. (a;) e€r? (Q)
such that o e - : : .
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M.(q.)= mf M (S) : (43)
The corresponding optlmahty system is the followmg
[ _ 36178 + e A%, + Ap, =
af’/s 2 . = 4 h_ | \ . ‘...
. 15 + A%+ Ay, (ps(O., 1) —Z4(t))d(x) inQ,
o= Ap,=0, ¥, =Ay.=0 ' " on 3,
1 N : .
L Ps (IU, T) = _—Z_V'—'ﬂys(m: T): {ljs(@, O) =0 in Q

and the optimal control ¢, is given by

gs=— N Ys (w T) : (44)

The following theorem can be proved in a similar way as in the proof of Theo-
rem 4. '

Theorem 5 As e—0, we have . o

(1) M.(q)—> M(g0), = S (45)

(i) g>go in L*(Q) sirongly. : (46)
. Moreover, for the solutions {p., ys} and {p, y} of the opt@malq,ty systems (V)s and (V)
respectively, as e—>0, we.have the same results (85)—(38).

II. 8. Instead of (27) we can also define the cost function by means of (I) as
follows

J(w)=NjT@2dt+j 19(t )~ Za|*dads, Vo€ T2, T), )

where Z; is given in 'L?(Q). There ex1sts a un1que element wy =1y (t) € L2(0, T') such
that

ORN - ) &
The corresponding optimality system is the following )
LYt ty= =300, D3(@), ~ 2.+ dp=y—2, 1 q,
VD Jy=0,p=0 . o3,
y(z, 0)=0, p(z, T)=0 ' in Q
and the optimal control v, is given by - ‘
to=—ap(0, 8, (49)
Similarly, by means of (I), we can define the cost funetion
T . ' . X .
o0y =N [ 0*dt+ |, |9t 0) ~ 22w, Vo€ L3O, T), (50)
"There exists a unique elemen't u, =u,(t) € L? (0, T') .such that
Jo(us) = .-
(w) = inf J. (. R (-1

The corresponding optimality system is the following
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9y, +s A%, + Ay, = — 1 ‘q),,'(O' )8 (z),

ot N _
(VD), aép - +8A2¢)3+A(p5 ys Z in @,
| =Ays= O: Pe= A‘Ps | 0)1’1.2:' ‘
?/s(% 0) =0, ps(2, T) 0 in Q
and the optimal control v, is given by SR N
- R ROV N @
In II. § 2, we shall prove '
Theorem 6 As s—>0, Wefhafué ‘
(1) Jew)—>J (wo), (53)
(ii) we—>uo in L*(0, T') strongly, . . . - - (59)

M oreover, for the solutions {Ys, @s} and {y, o} of tlw opt'bmahty systems (VI), and (VI)
respectively, we have, as 8—>0

Ys—>y in L” (Q) st/rong_ly, o V ‘ - (55)

Po—> @ i H*"i(Q) strongly, : - (56)
. 9500, )= (0, ?) in L*(0,. T) strongly, . .. . T (D)

II 4. By duality, we can define the followmg cost functlons by means of pro
blems (II) and (II), respectlvely B ‘

MW =N | prdwdt+ | 00, & W) —_zwﬁ,«. vy eL%(Q)ﬁ @9

and ,’ S P T TR R

M) =N [ dodt+ [, (0.0, & W—Z0% dt, WEDQ. . (59)
‘We can obtain the similar results as m Theorem 6. _Thé‘}éiet’ail’is omitted here.

In what follows, the letter C' always denotes certain constants indepenident of &,

I. Limit behaviors of solutions for some parabolic
equations of higher order

§ 1. Proof of Theorems 1and2. .
- By transposition, the solution y= y(t ) of (I) is deﬁned by the followmg Greens

formula E e L
| ny/: dode=[p(, Do, WED@, (@11
where p=@(#; ) is the solution of dn...
Moreover, the solution y,=v,(t; vs) of (I), satisfies the similar formula
J b dwdi=1 9,00, Dut)d, i eL2<Q>, L2
where ©s= s (% v,b,) is the solution of (II),.
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According to (I. 1. 1) and (I 1 2), Theorem 1 is a dlrect consequence of Theo-
rem 2 by duality (ef. [41). '

Proof of Theorem 2: : o .

Lemma 1 (cf. [3]) For any € L? (Q) the solution @ of (II) satisfies

; peHEM@ (113
an . R
) leCts ¥ lam@<Cl¥loe. - . - (1. 4)
In particular . :
L le©, & ¥) |z0n<Ol¥|ze. : (1.1. 5)
Lemma 2. For any ¢>0 fiwed, Vi, € L2(Q), the solution 7 of 11, sata,sﬁes
PEL0, T; BY(), L c12@Q) @16
and e ' ‘ :
il loe(t ¥0) | 2@ <Cl el z2@re ‘ S @1
In pq/nt@gulqr ‘

“%(0 123 ‘/’)”La(or)§0”4’ ”Iﬁ(@). e (1.1.8)
Paﬂoof Multlplymg the equatlon R !

+sA”¢>3+A¢;s e o

405

by Ps and respectlvely and mt’egratmg by parts Lemma 2 follows from the

classmal theorem of regulamty of solutlons for 11near elhptlc equatlons

From Lemmas 1 and 2 We obtain :

" ‘Lemma 8, * It is suﬁ"wwnt to prove Theorem 2 for l,bs_x,b independent of s and
¢€@ (@), where 2 (Q) s the space of mﬁmtely dq,ﬁ"erentmble functwns with compact
support, LR A EIREINE SN o

Hence, it remaing only to. prove /_: o

Lemma 4 Suppose that e is the solutum of

3% + A%+ Ap,= l,b in Q,

dz‘ o
~dp=o S ms @9
\ms(w T) 0 .  ingQ
'where Y ED(Q), then as 8— 0, we have
¢e—->q) in H”’i(Q) strongly, SR B (I.:1. 10)
In pm@caz'w R
s (0, t)——>¢(0 ?) in 17(0, T) strongly @ 1. 11)
Pfroof Since y €D (Q), p and @, are all regular. Accordmg to Jemma 2, we have
|@e] g€, 0 e @ 1.12)

s 0, ) [ moimy <O - o vt (1.1, 18)
By regularlty, we have also . : : :

%

L N I8 e ; .
L <0, *p, <0)‘ s _— (I- 1 14)

z(Q) ‘o8 ﬂm,.(@, D




hence

1 Usmg Theorem 2 we have
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a¢e . ‘f %
0, 1), <O, (1. 1. 15)

1'4’(0 ™ .
~Hence L e e s e e
ll¢sllzz=<e><0 . (L.1.16)
”(Ps ©, &) |lmon<C. - 1.1.17)

Moreover since Agp, 1s( also the solutlon of (I 1. 9) in whlch Y is replaced by
Ay, we have

" A% ” H@SS

<0‘,' Lo (I 1, 18)

375 lang

HAQ)s”H!(Q)<0 (I 1 19)
Accordmg to (L. 1. 16) (I 1.17) and (1. 1. 19) by compactness from {q)s} we
can extract a subsequence {p,} such that . (o

p;— @ in H*(Q) strongly, el e (101, 20)

2,00, £)—>B(0; ¢) in'L2(0,:T) strongly, - 1. 1. 21)
Ap,—> A® in @) strongly ' : 1. 1. 22)

Then, a,ccordmg to the classical theorem of reqularlty of solutlons for linear elliptio -
equations, it follows from . 1. 20) and (I 1. 22) that
) %—>d5 in Hz'i(Q) strongly o o (L. 1. 28)
Hence, it remains only to prove : sl R -
oo D=, (1. 1. 24)
Passing to the limit in (I. 1. 9) from (I. 1. 23) we get '

_ 0P .
O +AD~y inQ,

D=0 on3
O(@, T)=0 = nQ,

~so (1. 1. 24) holds,

Thus, Theorem 2 (hence Theorem 1) is proved

§ 2. Proof of Theorems 1 bis and 2 bis. :

Lemma 5. Theorem 1 bis is a direct conseguenoe of Theorem 2 bzs .

Proof This Lemma can be obtained by duality. Here we give a dlrect ‘proof.
Taking =y and Y=y in (I. 1. 1) and (I. 1. 2) respectively, we get

Iy"d:vdt [qp(Otg)fu(t)dt o @ 2.1)

[ysydwdt jqne(o,'t; N L

J' ysydwdte‘[ SJda;olt as s—->0 : I 2.8

Now taking =y and:{=y, in (I. 1. 1) and-(I. 1.'2) respectlvely, we get
1. 2. 1) and



536 L 0o .. CHIN.:ANN. OF. MATH... - = i VOL. 3

j v do dt=r¢p, O, e () @ 2. 4)

Hence under the hypotheses of Theorem 1 bis, if Theorem 2 bis holds, then using
Theorem 1we have S

Jyﬁdmdt»j y”da;dt as §—>0.. . (.2.5)

Thus, Theorem 1 b1s follows from (I. 2. 8) and (1. 2. 5)

. Proof of Theorem 2 bis: : .

According to Theorem 2, it is easy t0 see that as s-—»O if o

. ¢,—>p in I? (Q) Weakly, o (1.2.8)
then : - IR ‘ .
(ps(t lp,)-—»O in H’“(Q) weakly o (12,7
.. By Lemma 2, from {y,} we can’ extract a subsequence {,} such that
p,—> ©.in'L2(0, Ty H2(Q)) weakly, -

aa"t"’ - 8@ in I? @ Weakly,

A K Aczs in I2(Q) Weakly, -
A2d5 in I? (O T; H -3 (.Q)) weakly.
Thus, passing to the 11m1t in (I),, we get

_ oD
ot .

$=0  on3,

@@, T)=0" inQ,

hence @®=0, namely (1. 2. 7) liold;é_. ;
Theorem 2 bis (hence Theorem 1 bis) is proved.

Proof of corollary 1. 1: Since y, (% fus) converges to y (t fv) in L” (Q) as 8 => 0 it
follows from (I), that

+Ad5 0 in@,

ays (t; 4),,)—> L (% v), in L”(O /il H—"(Q)) (k>0, suitable mteger),

hence:. Y (T fus)—>y(T v), in H=*(Q) (s>0, su1tab1e 1nteger),
from this the corollary follows easﬂy -
§ 8. Proof of Theorem 3
- It is easy to verify the followmg lemmas.
- Lemma 6.  For any S () € L*(Q), the solution-p of (III) satzsﬁes

. 1p( 8) | paco,m; H%(a>)<0"'5'||n=(a) : v (I.8.1)
Lemma 7. For any S.(x) € L? (Q) the solution p, of (IL1I), satisfies
' IPXCED) "m(o m; H%(a>)<0”8 | z2cay- (1. 8. 2)

_ 'Pr_oof of Theosem 3 By Iemma 7 we can extract from {S,} a subsequence {S,}
such that
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P, (% 8)—> P in L2(0, T; H{(Q)) weakly, - . 8. 3)

Ap,~> AP, in I*(0, T; H-*(Q)) weakly,
A?p,— A?P, in I2(0, T; H-*(Q)) weakly,

| aae" aal;, in L2(0 T, H‘a(Q)) weakly.

Passing to the limit in (III), we get’

~28 1 4P-0 mQ,
P=0 .. - _-_on_E,'
P(s, T)=8(z) i @,

=p% . - (1.8.5)

then - _

(. 3. 4)

hence

From this, Theorem 3 follows easﬂy
Proof of Corollary 8.1 It is well known [cf. [2 7. 9]) that for any S(») € L?
(2) we have

p(0, t; SYEX, - (1. 3. 6)

and - y ‘
j: p(0, # S)v () d‘f,=jgy<T; D@ de, o€, . (L3.7)
where %’ denotes the dual of % (when L?(0, T') is identified with its dual), y(T’; %)
is given by (I) and in the left hand side of (I. 8. 7) the mtegral denotes the duality
between %’ and %.
BeS1des from (I), and (III), we can also gob .
j 2.0, 4 S)o(t)di= fys(T 0)8,(a)ds, Vo€ IX(0, T). (1. 8.9)
In order to prove Oorollary 3.1 we shall use the following Lemma 8 whose proof
will be given at the end of this seotion.
Lemma 8. For any v (t) €D (0, T) | fimed, we have :
, Y (T; v)—>y(T; v) in L*(Q) strongly, as §—0, 1.38.9)
where ys and y are defined by (I), and (@) respectively."
Suppose (if necessary, extract a subsequence) .- . . ; A
2:(0, #;8,)—>do(?) in.L2(0, T) Weakly (zesp. strongly) (1. 8: 10)
for any »(3) € 2(0, T') fixed, passing to the limit in (I. 8. 8), by Lemma 8 it follows
from (21) and (1. 8. 10) that

j . do(t)@<t)dt=] y(T; )8 (@)da, YvED(, T), - (1. 8. 11)
hence, according to (I. 8. '7) we get

Noticing (ef. [2..7, 8])
20, Tc <L, T)C%’C@’(O T), , 1. 8. 13)
(24) and (25) follow from (I. 8. 12). Corollary 3.1 is proved.

1

b =p(0, 4 &) m 20, T). (@312
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Proof of Lemma 8 Tt follows from Theorem 1 bis that =
Y. (4. v)—=>y (% ) in I?(Q) strongly, as e —0. - (1.8.14)
Since (1) €2(0, T"), by regularlty we have also

8ys (¢ )——> (t fu) m LQ(Q) strongly, as s——>0 1. 8. 15)

Hence (I. 3. 9) follows from (I. 8. 14) and (1. 8. 15)..

§ 4. Proof of Theorem 38 bis

From Lemmas 6 and 7, we get

Lemma 9. I# s sufficient to prove Tkeo'rem 3 bis for S,=S8 independent of & and
Sc2(Q). .

Hence, it remains only to prove .-

Lemma 10. Let p, be the solution of

— 5P 1 a%p,+Ap=0, inQ,

ot . < ,
p.—4p,=0, ~ onZ3, (I.4.1)
[ps(é, T)=8(=), in Q :
én which S(v) €E2(Q), then as e—>0, we have®
ps =>p(t; S) in L*(0, T} Hl(.Q)) strongly. - 1. 4. 2)
' Pfroof From Lemma 7 we have - : Pl .

| ”‘L’(O,T;H%(D)g_o. e - (1 4. 8)

Since Ap, is also the solution of (I. 4. 1) in which'S is seplaced by AS, we have
|4ps] s mm800p<0C.. . 149

Then, accord;ng to the classmal theorem of regularlty of solutlons for linear elliptio

equations, we get

”‘Z’s||L2<0.T;H=<q)5_‘<“0.', . o ‘7 1. 4.5)
By regularity, we have also B | R ST :
3p ’
s < ) N . . .
‘ ot L’(OTH’(D))\G" o S (1.4 ‘6)

Henoe, it follows from (I. 4. 5) and (L. 4. 6) that p, belongs to a strongly compaot
subset of L*(0, T'; H(2)), then Lemma 10 holds: -
Theorem 3 bis is proved... : :

" II. Applications to the optimal control

§ 1. Proof of Theorem 4
1. Since

0<J‘s(us)=1v_r ugdtﬂ-y [ys(T;_ us)——Zd[éda,,
- mf J()<T.(0=Co (1. 1. 1)

ve L0, T)
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where v
| o(;:nggdm.- S (IL. 1. 2)
we have _ ‘ '
lee () | 220,y <O, e (II. 1. 8)
lye(T; w) | p2@<C. (IL. 1. 4)
Hence, we can extract from {u.} a subsequence {u,} such that, as n——)O o
", ()—> wo in L2 (O ) Weakly, : (II. 1. 5)
Y, (T u,,)——>Y in I?(Q) weakly. (II. 1. 6)
By Corollary 1.1 we get _
y,,(T u,)—>y (T 'wo) in IP(Q) weakly, - (Ir.1.7
and
’LUoE 0]/ - (II. 1. 8)

Accordmg to the inferior semi-continuity for the Weak topology, we can pass to

the limit in (II. 1. 1) and obtain that

17, (u) =N [ addi+[ 19T wo) = Za|? do=J (wo)>J (o), (II. 1. 9)
70 . |

hence Lo .
lnnJ (us)/J (uo) , \ (I1. 1. 10)
&0
2. By means of the duahty, we are going to prove ‘ _—
- TmJ,(w) <J(w). , ' (IL. 1. 11)
Set - R L ‘ ,
F(o)=N j otdt, VoEw, (L 1. 12)
6(9) = | 1a—Za|*da, V€ I*(2), . @L1.13)

we introduce the corresponding conjugate functionals

F*(fw)={ N jowx,. d, i we 120, T), (I1. 1. 14)
4o, itwecan\Ix0, T), |

SQ
G*(S)=L(—4—+SZd)dm,--VSEL9(.Q), (IL 1. 15)

where %/’ is the dﬁal of %,
Let L be the continuous linear mapping from % to L?(Q), defined by

L, v—>y(T; v), , : (11. 1. 16)
where y(T'; v) is given by problem (I). The correspond_mg adjoint mapping L* can

be defined by

| L*, 8=p0; & 8), ' (IL 1. 17)
where p.is the solution of problem (III).. It is well known that I* is a continuous

linear mapping from IL?(Q) to- %’ (cf. [2, 7,.9]). -
According to Rockafellar’s duality Theorem (cf. [6]), we have
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J (uo) =inf J (v) =inf (F (v) +G(Iw))
= — inf (F*(L*S) +6* (- S)) — inf M (8) +0O,, (11. 1. 18)
SeL*(Q Sea* .
where ) L \
S
- _ . §)2 o
| ‘M(S)— o jop(o, b 5 dt+fﬂ<2 Z,) da, (IL. 1. 19)
%* is defined by (26) and Cj is given by (I. 1. 2). .
Obviously, there exists a unique element ¢o€ %"such that
M (qo) =inf M (S), (II. 1. 20)
S : sear
Henoce
J (u0) = — M (go) +Co, (IL. 1. 21)
s In a similar way, for any >0 ﬁxed setb
L F) =Nj V2 ds, vueLﬁ(o ) (IL 1. 22)
and L L
1 T
7 (w) =——j VwEL"(O T), (IL. 1. 28)
according to Rockafellar’s duality: Theorem we have
J.(u,)= inf J,(v)= mf (F (v) +G(Lsfv))
vEL*(0,T)
e —slgf )(F*(L*S) +G’*( S))=— mf .M (S) +O’o, (11. 1. 24)
€ 2
Where L, and L} are defined by (6) and (20) respectlvely ‘ ' '
o ML) = j 2.(0, % S)ﬂdt+j (8-2.) d (IL. 1. 25)

and O, is given by (IL. 1. 2). Besides, in (II 1. 25) p.(0, # ) is given by problem

(III)s with §,=8, .
There exists a unique element QSE I? (Q) such that
M. (q,) = 1nf M ), -

hence
{ s(us) = _M (QS) +00

Thus, in order to.get (II. 1. 11) it is sufficient to prove

- Lim M. (g.) =M (go).
8. Proof of (1I.1.28)
Since ‘ e o
1 :
o<1, <qs>——mj 2, 5 0 dt+[ )z
= inf M, (S)<M (0) =0,, o
8cLi(2)

we have
: ' el <O,

12:(0, % o) |20, n<C.
Hence, we can extraot from {¢:} a subsequence {g,} such that ag n—0,
. @p—> S in L*(Q) weakly, '

(1L
(1L

(IL.

ar

(1L
- (IL

(1L

. 26)
. 27)

. 28)

. 29) -

. 80) |
. 81)

. 82)
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p,(0, t; g,)—>do in L”(O T) weakly., (I1. 1. 83)
By Corollary 3.1, we have ‘
do— (O t So) ' (II 1. 84)
and e

SoG %* - o '(II 1 35)

hence : GART I M |
p,(0, t; ¢,)—> p(O t: Sp) in LQ(O T) weakly. ..: (I1. 1. 36)

According to the inferior seml—contmmty for the weak topology, we can pass to
the limit in (II. 1. 29) and obtain that
Tim 3, (¢,) >5[ 20, % So>2dt+j AR

ﬂ—>0
=M (So) =M (20)5 e (I1. 1. 87)
hence (II 1.28) follows immediately. h
4. From (IL. 1. 5), (II. 1. 9)—(IL. 1. 11) we obtam (33) and o
ua—éuo in I? 0, T) Weakly, (1I. 1. 88)

hence it follows from Corollary 1.1 and (IL. 1. 4) that. :
¥ (T)—>y(T) in L*(Q) Weakly o (Il 1. 39)

Thus, according to the inferior seml—contmmty for the weak topology, it follows

from (83) that - e A e

uelan—>lolan (II. 1.'40)
”?!s(T) ”Lﬂ(m"”i’/ ) Hm«», v ; o (II 1. 41)
hence (34) and (86) hold. Moreover, from Theorem 1 bis and (29) (32) we can get
(85) and (88). Fmally, 87 follows from Theorem 8 his.
§ 2. Proof of Theorem 6
The proof is similar to the proof of Theorem 4, but we must set

.-,F(w)=zv[:@2dt, Vo€IA(0, T), @2
'G-(q)‘éj"Z |q~—fZal’dw-dt',~_ V_qe'Lﬁ(Q), i (II. 2. 2)
F* (w) = ﬁvj whdt, Yu€I*0, 1), L2
& @) = L \—4—‘-+¢‘Zd.>da:dt,wv¢rEL2(Q) (IL. 2. 4)
and o v ‘
L. vyl v), - (11. 2. 5)
', >0, 4 1), | (I 2. 6)
Ls. v—>ys(t; v), . (L. 2.7)
I a0, ). (IL. 2. 8)

Moreover, instead of using Theorems 8 and 8 bis, we must use Theorems 2 and 2 bis.
The detail is omitted here. :
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IIL. Remarks
The previous results remain st111 Vahd if the boundary condltlon on 2 is changed

by any one of the followmg boundary condltlons
‘For the original problem ' :

e e T : aay A A(@)y=0; | (L 1)
Va e e e : )
y|lr=c(®) (unknown funection of ) and _
jp(aay +(z)y) dS=0 for a. 6. £E 0, T); (1L 2)
or : C
8° aavy —c(t) (unknown funotion of t) and
- ° v,
j(yﬂ(w) )dS Ofora 6. 1€ (0, T, (UL 8)
' ‘For the approxunate problem ' ' o o
1° aa% FA@) s = 354% () Ag, =0, (L 1)
or - - N

29 ysl r==Cs (t), Aysl r=d, (¢) (unknown funotions of t) and_

oy, Ay, e
| jp( L +7u(m):z/s> ds ~ j ( A +2\.(w)Ays) as-0 (IIL. 2)
for a. e. t€ (0, T); T :
o B Ay
.°8° gf—s- =c,(t ), 3Arys ‘ =d:(®) -'(unknow'n functions of £) and
A - ’
j (vt 2(2) 2 9y, )ds j (Ayg—l-?»(w) aAy“)dS=O (T1L. 8)/

for a. e. 1€ 0, 7). ‘
Where 7\.((1)) >0 is a smooth functlon on F

T oy )3y
s ,,Zl w 2w,

(111. 4)
in which v= (v, -+, v,) is the unit normal oriented towards the exterior of Q. B
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