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Abstract

This paper gives the exhaustive relations among several concepts of positive dependence
for two dimensional r. v.,and two weak types of positive dependence are studied in detail

§ 1. Introduction and summary

In  1966, E. L. Lehmann discussed rather systematically the positive dependence 
between two random variables X  and Y , i. e. roughly speaking, large values of Y  
tend to be associated with large values of X  and vice versa. Later, Esary, Proschan, 
Walkup, Jogdeo and Shea continued the research on various possible definitions of 
positive dependence, the generalizations to the multivariate case, their properties and 
statistical applications. The main concepts in  their investigations involved the follow­
ing four definitions (Def. 1—4): (The expectations concerned are always assumed to 
be finite)

Definition 1. (Regression dependence) X  is said to be regression dependent on Y  iff 
P ( X > #  | Y ) is a non-decreasing fimction of Y  for any fixed x.

Definition 2. (Quadrant dependence) X  and Y  are said to be quadrant dependent 
if f  P(X>a>, Y > y ) > P ( X > x ) P ( Y > y )  for all x and y.

Definition 3. (Association) X  and Y  are said to be associated iff
cov ( f ( X ,  Y) ,  g (X,  Y ) ) > 0,

where f  and g are any non-decreasing function (i. e. they are non-decreasing in each of 
the independent variables whenever the other one is fixed) .

Definition 4. (Monotone regression) X  is said to have a monotone regression on Y  
iff E  (X  | Y ) is a non-decreasing function of Y .

In the present paper we shall disouss the following two concepts (Definition 5 and 

6) in  detail.

Denote the support of Y  by S7.
Definition 5. (Weak regression dependence) X  is said to be weak regression depen­

dent on Y  iff for every fixed x, P ( X > x \ Y > y ) i s  a non-decreasing function of y, where 
2/< su p  SY.
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Definition 6. (Weals monotone regression) X  is said to have a weak monotone 
regression on Y  iff it possesses one of the following properties:

(a) E (X  \Y  < y )  is a non-decreasing function of y, where y >  in f Sy.
(b) E (X  | Y > y )  is a non-decreasing functione of y, where y<swp Sy.
Finally we mention the most well-known ooncept (Definition 7).
Definition 7. (Positive correlation) X  and Y  are said to be positive correlated iff

соv ( X , Y ) > 0.
The relations among the foregoing concepts can be represented by the following 

lattice:

This lattice is complete, i. e., no other arrows can be put in.

§ 2. Weak Monotone Regression

Theorem 1. I f  E (X \ Y )  is non-decreasing in Y , then E (X \Y < y )  and E (X  \Y 
>y) are both non-decreasing in y.

For a proof, it  suffices to notice that when A belongs to some Borel field F  and 
P(A)  > 0 ,  then E ( X  \ A) is the mean value of integral of X  or E ( X  \ F ) over A,

A n inequality of Ohebyshev. I f
(a) pb is a measure on 22;
(b) О is a measurable set in  22;
(c) и and v are non-decreasing functions on G, then

fi(G) u v d / j b и^ \ 0

This w ill be useful in proving Theorem 2.
Theorem 2. В ( X  \ Y > y )  is a non-decreasing function of y=$

cov (X , F ) > 0 .

Proof Let

V- K .
i f  |F |< X ,  

if  Y > K }
- K ,  if  Y < - K ,

where K > 0 ,  and denote a = in f  Sn, /3=sup 8n. Then [a, f f l c [ - Z ,  X ] . Divide
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[a, jS] into m subintervals of equal length by means of points
a = ах<а±<  • • • < a m =  /3.

If P  (•>■/£ <%]) = 0 (4 = 2 , 3, •••, m — 1 ), then-we delete cuj_i and redenote the points

remained by a —a0< a i< •••< « » = y8. Let 
A  =  (Г  < « i)  =  ,
A i = ( Y 6 («i-i, ai] ) = ( v €  ^ ]) , ®=2, 3, •••, w—1,
•^я=  (F  ̂ >®»-i) =  (т7̂ >йя_ i) .

Clearly all these sets have positive probabilities.
By virtue of Chebyshev’s inequality and the condition of the theorem, we have

E (X )E (Ч) < » { 7 ,- .« (У) Ер ( $ - +  7№.-> W ~ p f f y  } <*f,W,

where Fn is the probability distribution function of r/ and I  stands for indicator. 
Similarly

and

+  ̂ (<h,

and so on. Finally we obtain

E (X )E ( fl) < - ^ E ( I i ,v) E ( I i ^ ) .

On the other hand

E(Xy )  =  lim e \ ( ±  1А,щ ^ х \  =  lim ±  а^Е(1А{Х ) ,
»(-><X> L\ 1 /  j nt-W 1

p a ^ E  < p  ( j f e )

- a ^ E ( I M\ X \ ) < ^ E \ X \ ,m
Therefore, E(X)E(rj)  < E ( X v). Let K - * oo, we obtain E (X )E (Y )  < E ( X Y ) .  This 

completes the proof.
Obviously, Theorem 2 can be proven in  the same way if the assumption of the 

theorem is replaced by that E ( X \ Y < y )  is a non-decreasing function of y.

§ 3. Weak Regression Dependence

T heorem  3. P  (X > x  | Y) is non-decreasing in Y==>P (X>%  [ Y > y )  is non-decrea 
sing in у .

Proof Since P (A  | •) = E{ IA\ • ) , Theorem 3 is merely a special case of Theorem 1. 
T heorem  4. For each fioced x, P ( X > x \ Y > y )  is non-decreasing in у ¥> For any 

non-decreasing function f ( X ) ,  E ( f ( X )  \ Y > y )  is non-decreasing in y.
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Proof Note that P | Y > y )  =  lirap ( x >ж — — I Y > y \  which is non-decrea- 

sing in  y. Let A1=(x i f (x)>^~ j  and f t(X)  = I Al( X ) } i = l ,  2, where h is any 

positive integer. I f /  is non-negative, then E  ( / (X ) \ Y > y )  is non-decreasing in  у  since 

J S ( / ( X ) \ Y > y ) - l i m  E  ( i  g / .C X )  |Г > у ) .

For a general function f ,  we put

f / O ) ,
Ic, if / 0 ) < c .

S in c e /0—c is non-negative and non-decreasing, E ( f 0(X)  —c\Y>y)  is non-decreasing 
in  y, and therefore E ( f 0( X ) \ Y > y )  is non-deoreasing in  y. Hence E ( f ( X ) |Y > y )  
— lim E ( f 0(X)  |Y > y )  is also non-decreasing in  y. This completes the proof.

Theorem 4 says that weak regression dependence implies weak monotone regression. 
Theorem 5. P  (X > x  | Y > y )  is a non-deoreasing fmction of у  when x is fixed => 

X  and Y  are associated.
As shown in  [2], in  order to prove that X  and Y  are associated, it suffices to prove

that
oov ( / ( X ,  F ) ,  g(X,  F ) ) > 0

for any non-decreasing functions /  and g which only take values 0 and 1. In fact, it 
can easily be seen from Hoeffding’s identity

Poo Poo

cov ( X b Xf)  =  I cov I(x2>xi})dx1dx2.
J —o© J —o©

A ny non-decreasing function/ ( # ,  y) which takes only values 0 and 1 can be written 

as an indicator I A. We shall denote the class of all these sets A  by jaf and denote the 

boundary of A by AB> and ABl= A Г) AB) АВг= A B — ABl, For each point a (x0, yo) we set

Q a = ( 0 , у) 'Я>хо, y>yo),
Qa= ((« , у) 'Я>Хо, y>yo).

Before proving Theorem 5, let us deduce some lemmas. For the sake of brevity, 
we shall write P(A)  for P ( ( X ,  Y)  G-4) in what follows.

Lemma 1. A(^sY iff one of the following conditions holds:
(a) A can be written as A = flj Qa) U (U Qa') > particular

a a'

л - и & - (  U  & ) U (  u  «••)>0/&A.

(b) I f  the coordinate system x„y is rotated through an angle of —45°, then with 
respect to the resulting coordinate system x'—y' we have

( i )  AB is a single valued continuous curve: y,=(p(x'), — oo<a/<oo;

(ii) Each chord of this curve has a slope G [ — 1, 1];
(iii) All points above this curve must belong to A and those below the curve must not 

belong to A,
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The proof is straightforward.
L em m a 2. For any A €  , there must be some open set such that

JA, ( X ,  Г ) - 1 * 1 Л(Х,  Г ) .
1

Proof Take an open set GzdABu such that P(G—ABl) Clearly, ABl contains

at most countably many straight segments h, h, •••, which are parallel to the ж-axis 

or у-axis. Let Qan̂ K  such that

For each b (~lABi—U?„, take a circula r neighbourhood Z7b of b such that UbczG. Let b±n
and b2 be the intersection points of AB and the boundary of Ub. Choose point Ь'г from 

bjb and b2 from bb% on AB and point b such that
( i )  b[ and b'2 are on the boundary of Qb>)
(ii) Qv^Qb and Q#—Ac.TJb.

Now put

4 , -  (UftO U < U Qv) U ( U  Q.),

then obviously Ak is an open set in  s /  and

I A, ( X ,  Y ) ,
This completes the proof.

L em m a 3. For any open set A G ^ 3 there is an open set A (n)£  such that
(a) AMczA]
(b) A^f consists of finite segments which are parallel to the. x-accis or y-accis;
(c) P ( A - A M)-^ 0.
Proof Choose a' £  AB and a" £  AB such that a' and a" are contained in  the bound­

ary of Qa for which

v To

Take a' =  a0, a%, a2) • ••, aN = a" on the arc a'a" of AB. When the division is fine enough

i П
Clearly the open set i w =  U Q (nC :i and ^ (п) £  s / .  This completes the proof.

$
The following two lemmas can be easily proved.
L em m a 4. Let

A =  ((да, у) :да>да0, у>Уо)3 
В = ((х ,  у ) :х < х 0> У>Уо)3 
0 =  ((да, у) :да>да0, yi<y<yo),
£=((да, у ) :х < х 0, у1<у<уо),
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where 2/i<2/0. Then P (X  >cc \ Y  > y) is non-decreasing in у when oo is ficced i f f  P ( A) 
P ( D ) > P ( B ) P ( 0 )  for all x0 and уб>ух.

Lemma 5. X  and Y  are associated, iff P(A)P(D)  p*P(B)P(G) for
A ~ A w f)A™, B = A ™ - A m,
О =  A(1) — A(2), D =  (A (1) U A(a)) 

where A(1) and A(a) are open sets in srf.
Proof of Theorem 5 In order to prove that X  and F  are associated, we only need 

to prove the inequality in  Lemma 6, i. e.
P(A) P(D )> P( B)P (G ) .

According to Lemmas 2 and 3, we can only pay attention to the Case that A(1), 
A(m are both open sets and Aff, ACP  are both broken lines consisting of finitely many 
segments parallel to o;-axis or 2/-axis. Generally speaking, in this case, both В and G

consist of finitely many polygons: B=[_jBi) G = [ j G t.

In  order to simplified the structure, the Bt ’a are appropriately combined and enlarged 

into several rectangles and so are the G( ’a. Thus B, G are enlarged and A, D are 
shrunk as shown below by the broken lines.

i

I



371

If the inequality remains valid in  this case, a fortiori, the theorem is true. Therefore 
we only need to consider this normal case. By virtue of Lemma 4, it is easy to see that

P(A)P(D1) > P ( B 1) P ( 0 1),
P(A)P(D2) > ( P ( B 1) + P ( G 1) ) P (B 2) J
P(A)P(Ds) > ( P ( B 1) + P ( 0 1) + P ( B s) ) P ( p !i) 1
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By adding these inequalities togather we obtain
P ( 4 ) P ( D ) > S P ( B () P ^ ) = P ( S ) P ( 0 ) ,

i. i

The proof is completed.

§ 4. Counterexamples

Consider the probability distributions of (X , Y ) given in  the following tables.

a

У / 

0

o ,5 2

У i  

0

o . l

0.1
O.l

o . i 0 .6

2

У  /

О

0 I я  
X

Table 1

0  / z ~
X

Table 2

o . l 2 o j o .5

O.I 7  i o j

o.l o . l 0 0.2 o j

0  k  A 0  1 2 .  
X

Table 3 Table 4

3 0.4 3 o j 0.3

2
у

ops 2
у o.l

I o.l o.oS / o j

0 0.4- 0 03 o j
0 / 2 3 0 t 2. 3 4 sx x
Table 5 Table 6

(1) In Table 1, E ( X \ Y > y ) is non-deereasing in  y, but E ( X \ Y < y )  is not 

monotone in y. In Table 2, E ( X \ Y < y )  is non-decreasing in y, but E ( X \ Y > y )  is 
not monotone in  y. These demonstrate that the two conditions in  the definition of weak 

monotone regression are not identical.
(2) In  Table 3, X  and F  are weak regression dependent, and X  has a monotone 

regression on F , but X  is not regression dependent on F .
(3) In  Table 4, X  and F  are associated, and X  has a monotone regression on F ,
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but X  is not weak regression dependent on Y .
(4) In  Table 5, X  is weak regression dependent on F , and the two conditions of 

weak monotone regression are both satisfied, but X  has no monotone regression on F .
(6) In  Table 6, X  and F  are associated, but X  has no monotone regression on F .
(6) It has already been proved in  [2, 5] that monotone regression does not imply 

quadrant dependence and quadrant dependence does not imply assotiation. The fact 
that positive correlation does not imply weak monotone regression or quadrant depen­
dence is evident.

The foregoing counterexamples demonstrate that the lattice given in section 1 is 
complete.
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