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Abstract

This paper is concerned with the sensitivity of the eigenvalues of a defective matrix
under small perturbations. The given estimate generalizes all special results of Wilkinson,
Stewart, Bauer and Fike, when the eigenvalue is simple and when the matrix is nondefective,
and interpretes the phenomenon indicated by Golub and Wilkinson for Multiple eigenvalues

In [1], with a quasi-Jorden block as an example, Golub and Wilkinson indicated
that it is pdssible for a matrix to be highly defective without its eigenvalues being
unduly sensitive. However, it hasn’t been interpreted yot. _

This paper gives an estimate of sensitivity of the eigenvalues for defective matrix
(so that for.general matrix). Not only it generalizes all special results of Wilkinson",
Stewart, Bauer and Fike, when the eigenvalue is simple and when the matrix is
- nondefective, but also it interprets this phenomenon.

1. Eigenvalue Matrix

‘We shall denote the set of all m Xn complex matrices by C™*",
Definition. A matric 4,€C™" is called the eigenvalue mairiz &f it has an
eigenvalue A of muliiplicity r. | '
The following properties can be deduced by the definition.
1° Let A€C"** have an eigenvalue A of multiplicity ». Then
(i) there exist eigenvalue matrices 4,, B,€C0™" and column full rank matrices
G, F €0 guch that " ’
AG=QA4,, FEA=B,F?,
(ii) if there are also eigenvalue matrices A4, B,E€C™" and 'column full rank
maitrices G/, F' € C"™** such that
_ AGF =@'4),, FFEA=B,F'E
then there must exist nonsingular matrices S, H, ¥, Z € 0™ that satisfy
| A =V-1AY, B,=ZB,Z,
- G'=GS, FF'=FH,
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2° Let f[(?\.-—?\.;) " be the charaoferistic polynomial of AcC™* where all A are

different. Suppose that there are the eigenvalue matrices 4,, B, €0 and column
full rank matrices @;, F;€C**" guch that
AGi=G;4,, FEA=B, FE, i= =1, 2
Then the matrices (G4|Ga|++|G;), (F1|Fal:+|F;) are nonsmgula,r and equalities
A(G1| G|+ [Gs) = (G| Gl |Gy) diag [y, As, -+, 43],
(F1|Fy|- | F)TA=diag[B,,, B, ***, B, (F1iFa|-+|Fo)E
hold. |

8° Let AcC™" has an eigenvalue A of mult1p1101ty 7. Then there are e1genvalue
matrlx 4,€ Qrxr and w0 ‘column full rank matrices G F suoh that

o AGQ=QA4,, FPA=4,F2, FiG=1,

And for Aa,, @ and F are of one-one correSpondenoe ,

From 1° and 2°, it follows that the eigenvalue matrix is a generalization of the
simple eigenvalue and the corresponding column full rank matrix.is a generalization
of the eigenveotor. Moreover, each eigenvalue X of A of multiplicity » corresponds to
two subspaces N ((4—AI)") and N((A%~—AI)") whioch are-called the.right and the left
eigenvalue . subspaces - of A respectively. The columns of G and F' form their basis
réspeetively. 4, and B, are uniquely defermined by G'.and F respectively.
| ‘We say that the columns of & and F form a dual basis puir of the eigenvalue
subspaces in 8°. For 4,, G and F are not unique, but 4, is uhiquely determined by
G and F. ‘

2. Perturbé,tion of the eigenvalru_e‘ subspace

Using the sufficient condition (see[2]) under which the matrix equation
XM—-NX=K-XLX - -
has a solution, we can prove the following

Theorem 1 Let ACQrrn, Let (7\, A;) ™ e the chamctemstw polynomwl of 4,

'wherre all A,; are d@ﬂ”emnt Suppose that there are ezgenwlue matrices 4, & C“X"' and
column full ramk matrices @y, F,& C™" such that
AG;—-G’;AM, FHA AhF.t , FEQ4=1, i=1, 2,
And forfz, 1, 2, e, 8, 50t
b= I|F¢||F° |G "F, F, = | complem ()
mm sepp (4, 42y,

where complem (Fi)—(Fil lF¢_15F¢+1{ | F),0omplem(Gy)=(Gy |+ | Gi_1| ,+1! |Gy
and sepF(B C) = min|QB—OQ| r denotes the separation of two square matrices B and

complem(Gy) |7,

F.

lelr=1

Y
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C. Let E be a perturbation matriz. Then there is an 8>0 such that if |B|p<<s, there
ewist matrices A, € O™, §=1, 2, - , S, with 'col'wmm, Sull yank matrices G € ™" such

¢
b

that '
(A+B) (GL|Gy] -+ |GL) = (GL1Gh| -+ |GY) diag [ 4], A, - A’], @
where the matriz (GLG%] - |GL) ds nonsfmgulwr, and the mequalztws o ;
, ok,
ﬂAz,f-A¢||F<7ﬁﬂEﬂp+ —Th, _;k,i T2l "E"F, " e @)
_(y Zk 7‘7/3 3
"Gi Gi “F< "Ft“F [81 (/0¢+]0')I]E" ] "E"F E ()
holdfm"@ 1,2,

Proof Write F,, FHEG,, F= (th)sxs The complementary submatrlx of AM+ F;,-,
in diag[4,, 4, -, 4,]+F is denoted by complem(Ah—FFu) '

When .

LB | Py | P P[P _nmﬁl;s lm R
sep (A:u’*‘ F o complem (Aa.'*'l’u)) o 4

the matrix' equation
P(A,+F u) (complem (4,,+Fy)) P N )

= (PEl | Pl | Pl | fFH)H“‘P(Fu: ‘Fu—ii;Fu-'rii“f'lF&)P

has a solution P, satxsfymg o » o

2" (F iF&—-lf ! ’H'l{ l Fszf) ”F Co ; g IR
1P <oy (A,\,—!—F;,, complem(AmL £y .o ®

Write .A£=Ah+F¢¢+(F¢1; lF;,_J_!.F{ng lFis)Pi- Then . -

' I I v S
ch(diag [A',M) -A-M) '") -AZ] +F>P0'¢ ) ( ) Ai, (6)
' .P; P‘ ’ o ’

‘where P,,, (toucty | e,,,(z)i lee,(,,)) isa permutatlon matrix and '

,o. ( 1, . 2’ ol Uy, ul..{_.j_ ser, WUg, cerees )
= . ; . :
%-1"}‘1, ooy WU, 1’ e, Uy o, u{-—2+1, oy Uy, Uggg, vo0 ui-ljl; eee )2
. e ,
U= 21
St=1
is a permutation. Let ,
, I
= (Q4|Qal - fG‘s)P(,,(P) : @)
[}

Then by (6) we have
(4+E) (G116 IG') (G1{ Gl JG’) diag.[ 4], 4, «, AT,

and the inequalities _ ; .

|4, A*L"F<”th"F+H(F£1! N Byt Fyer} | Fes) Pyl s, €))

1Gi—Gi | r<|Pe]w || (G| |Gict | Graal - [G) | p ()]

hold.
o TIN\. I‘ I .

The matrix { P,/ { Py, P,,s is nonsingular if

. . . . P:L Ps > !\ -
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| SPls<i, R
By 2° (G4|@.|-1G@,) is nonsingular. Hence (G}|Gh|-|G.) is nonsingular,
By the properties of separation, inequalities
sopr (d,,+ Fy, 6qmpleni (A4, +Fy)) L
‘ =sepr (4,,, diagl4,,, -+, 4., Ah;u oy A1) = | Fulp— ||C°mplem(F W) |7
>min sepy (4rs 43) = (| Fo| p+ |G| p+ [ complem (F) | p+ |complem (G4) [ #) | Z | »

| (11)
hold.

The inequalities (4) and (10) are valid for sufficiently small || From (5),
(11), (8) and (9), the result of Theorem 1 is obtained.
The result of Theorem 1 must be understood as follows.

| e

Under a small perturbation, a multiple eigenValue of a matrix is generally split
into a group of the eigenvalues near it, Therefors, the eigenvalue Siibspace will be
completel'y changed, and it possesses continuity only in the sense of the invariant
subspace. . |
Suppose that -the multiple eigenvaliie A, of A of multiplicity s contmuously
changed to the eigenvalues of A+ B, Then for sufficiently small |H|s they form a
group which is separated from other groups of the eigenvalues of A+H. Write this
group by 4;. Then the 4; defines a subspace V, It is direct sum of all rlght e1genvalue
subspaces of the eigenvalues of 4;. ~

Let there he 4;& Crere and column full rank matrix H; suoh that (A+E)H,
=H,4,, and all of the eigenvalues of 4; form' 4,. Then by 2° of Section 1, there
exists nonsingular matrix 7’; such that T;1A4T§ is a block diagonal matrix whose
diagonal blocks are all the eigenvalue matrices of 4,. Since other n—ur, eigehvalues
of A+ K differ from those of ./1,;, so that thoge diagonal blocks are also eigenvalue
matrices of A+ and the columns of H T, also form a basis of V. Henoe the columns
of H; form a basis of V,. This fact implies that the V; is a umque invariant subspace
defined by 4;. ‘ -

By general definition in. [8] the distance between subspace N ((A MI)™) and

subspace V, is dp(Gy, G;) = {r—tr[(GFG,) GG, (G} EGY) '1G’¢HG;]}§. Using (7), We
“have dp(Gs, G}) =O(|P;|r). Hence by (8), ds(Gy, &)=0(|E|r). This shows how
the eigenvalue subspace N((4-MD™) is contmually changed to ¥, as invariant
subspace. '

Theorem 1 denotes that there is a-column full rank matrix G} near @, it is
formed by the vectors of a basis of ¥; and determines a matrix A} near 4;. Moreover,
the set of the éigenvalue_s of A--F is union of the sets of the eigenvalues of A; (5=
2, ++; s). In such sense, '(2) and (8) can be rogaded as a generalization of the
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seﬁsitivity of the simple eigenvalue and the corresponding eigenvector. The soalar %
determined by a dual basis pair of the eigenvalue subspaces is a generalization of
Wilkingon’s condition number.

3. SehsitiVity of the multiple eigenvalue

In [1], Golub and Wilkinson indicated the following fact. For the quasx-J orda,n
block

1 4
16
To= o |
'... 0,--1 f .

.

1 Xy .
the eigenvalue 1 is highly sensitive when @y=@,=-:-=0, y=1, and its perturbation

can be of ||E]];T But if §3=03=++-=0,3=10"%, then, since the perturbation is of
order 10~*° when | H| ;,=10‘10 so the eigenvalue 1 is not at all sengitive.
- For general matrix, the recent estimate which is obtained by Kahan Parlett and
Jiang by means of the olassical Jordan canonical form is as follows.
(#) Lot J=T"2AT be A’s Jordan form and let K be a perturbation matmx '1‘0
any eigenvalue A of A+ H there corresponds an eigenvalue A; of A such that
—
Gy ,
where ; is the order of the largest Jordan block to which A; belongs. The specrtal (or
Frobenius) norni must be used here.

[A—1]"

Use (%) on J;. In the first case, we have estimate ( EPE RN <|E|s. Butin
the second case, this estimate is (1+[ I}\‘?\.—:- llll) 2| B2, where D is a

diagonal matrix. The perturbation bound of the latter is increased contrarily, so the
behavior of J; under perturbations can not be interpreted by (x).
Theorem 2. Let A,€ 0™ be an eigenvalue matriv and let
A 0y
A O,
Jr= B =T-14,T

.". gr—i
AL
be o quasi-Jordan matriv of A,, where T is a nonsingular matriz. Then, for a
perturbation matrie H, any eigenvalue N’ of A,+H satisfies inequality ‘
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N sl -t
a’ 2(r—1) ’ 2(1‘—2) / 2 o
.[_J_:z.»; | 43, 2|?~ AP 185 [N — A2+ 801
where 8'=7,7§1 l9n0h+1"'9b+r-t-2|2, t=0, 1, "',“fr"‘2, 1<a<~/a”,

Corollary. Under the hypotheses of Theorem 2, for any fived 4 and § satisfying
0<8<4, there is an &>>0 such that if | B|s<s, any eigenvalue ) of A+E which does
'not lie in the dq,slo Iz ?\.I <8 l'bes in the wnnulus

: o<o— 7‘o|<[“‘ 2* T”,,«»HE”.,,]”’
where m is the minimum of natural number e such that for t=>e, the inequality q~‘o‘,_,_1<1

1
1
is valed, O [ £D43, oM gd, o Orcpztpogp DN 5 L2, 5, =0,

Moreover, m<<l, where ! is the order of the largest Jordan block of A,.
Proof Let A’ be an eigenvalue of A,+E and let )’ —A=a+0. Since the matrix
I- (A.’I f )-1T-1ET (NI -J )-1 [;«1 .7 — BT
is smgular so that =
1<|| (7»'1 Jz)’lT YET|<|WI- Jz)""ﬂz'llT “Ha

Ta'

H]a.

7 Hence the

However, ||(7\.’I J,L)“illp—\l/_l[z&lalm] and

i
result of this theorém is.obtained. ’ ' S
For the sufficiently small | E|,, |a] <A Take A’ such that |a| >3, then

.Ialm<a- - 1”2."T‘ Iﬂ(mrl)__l_ar_gl lg(m D oo

|2 | B

1
‘ 7z
+8r-—m+ i‘—Tsi'l‘“"’l"'l'—!;%’.—_%-] o

Takmg m &s the natural number given in Corollray, the Corollary is also obtained.
The number 4'8,_,3_1 is the sum of the square of the absolute value of the tth
superdiagonal elements of the matrix .

: {1 61 9192 ...... 6162'"61‘—1\ .
i ;02.[..".‘....‘&2 g
1 1 ., . N

For some #,=0, the A, is split into some hlocks in conformity o the Jordan form of
A,, and the lth, I+1th, ..., r—1th éupgrdiagoiial elements are all zero. Hence m<I.
In disk |2—A| <3, Corollary gives no ‘desoription on the sensitivity. However,

¢ and 4 are quite arbitrary, so-that Corollary has reasonably described the perturbation -
of A yet. In fact, there is.no need to study very small change of A.
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~ Qonsider J again. Let r=10 and HE | #=10"%, Since |ey|<|E ({2 (B = (ey)), the
inequality |e¢|<1+10]|H#|;=1+10"° can be deduced by Gerschgorin theorem. Take
4 =1—|—10‘9. Then for any & satisfying O<8<A 0<+/5.6. Hence the annulus hag

turned into a disk |2 —1{ < (a+5. 61’ 10710y T 1 . So there is an estimate |A—1| <0.1228.

It should be observed that this is a good estimate, If f;=0=-+=0,.1=10"%, then

5, = i ;;)1 10~200-1, Qo m=1, Take d= =10"19, Then for any 4 satisfying 1074°< 4,

< +/B.B. Hence theannulus is 1079< |z—1| <a-5. 5¥. 10, Smoe N6.5+2.4, and
in this case, a=1, S0 we know that the bound of perturbation is of order 10~ really
Thus, the behavior of the elgenvalue of Jy is 1nterpreted quantitatively.

4. The Perturbation theorem

Note that the separatlon sep(B, O) of two square matrices B and C is the smallest
singular value of I ®B—0" ®1I, where the Kronecker product of X and ¥ is denoted
by X ®Y and note that there is some natural number 4, such that |diag[ (AL ~J,,) %,
ooy (M =T, )2 a= | (AI~T},) |2 Then by Theorems 1 and 2, we can obfain the
maln theorem as follows..

Theorem 3. Let A€ Q™" Let J diag[ T2y T vy Ja]= T‘iAT be a qmsz-
Jordan matriz of A, where J ),—MI +dJ,, alb A, are dq,ﬁ’erent afrwl

0 69
0 69
Ji= R .
05?—1
O reXTe

Let T'= (GiiGgi @), T = (Fy| Fal - | Fo) 2, where Gy, F, O™, Fori=1, 2, +, s,
86t by= |G| r* | Fi|r, B} =|complem (G:) |z |complem (F)|r, 2;—-m1n Ouin (Ts),

wher¢ complem (@) = (G- |Gyl {Gysa] e+ |Gy); complem (F)) = (Fii APy [ oy ] vee
1Fy), oun(Ty) 18 the smallest singular value of Ty, and Ty= (M=2)I+1I T —J,®I.

Let B be a perturbation matriz. Then there is an 8>0 such that if |E|»<s, any
etgenwalue A of A+ E satisfies one of the inequalities

[A— N"" <R§k)(E), fb. 1 2,
a‘[ l A— s | Are—1) +8$‘?~2 I A—N l 2(r—9) et 85@) l )\' 7\‘; +3(i)] g
where - R{P (&) =| Tla- | & ) |
2y 70
(2) = I (AL <
R®(8) = (k.zuEnF+ ST 1), 1<,

o<, =3 0008 B paf?, 801, §=0, T, v, mi=,0nd b=Lor 2
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- Corollary. Under the hypotheses of Theorem 8, for any fiwed A and & satisfying
0<<d<4, there is an >0 such that if | E|r<s, any eigenvalue A of A-+E, which does
1ot lie in any disk |2— M| <9, lies in the union of the anmuluses

O< |2~ M| <[+ Oy BP (H)] ™ ’"i, b=1, 2, «, 8
where my; ts the minimum of the natural nimber e such that for t>e, ,r,.3;§>_ 1 <1 s valid
5® 5

Bimet g T, 50,0,

~ Moreover, m,<<l;, bri,=—'-14 2, e, 5 where Z,- is the order of the ngest Jordan block to
which M, belonys

G [ LD B D e Y

For a sufficint small IIE I 7, the annuluses in this Corollary do not overlap each
othre. So, for the study of perturbation of A, we consider the ¢-th annulus only,
But for the relatively large | E|r, those annuluses are overlaping each other.

-When ?\., is simple for some 4, we have r,=1, ¢y=1 and B;=1. Taking ¥=2,

2+ ko,
Zi— (bi+h) | B p
consistent with the resuls of Wilkinson and Stewart, where &; is Wilkinson’s condition
number. In the case that 4 is a nondefective matrix, Z;=min |}—A].
Joki

Theorem 8 gives estimate |A—A|<k|H|r+

|E|%. It is essentially

When A4 is a nondefective matrix, =1, m=1 and ¢;=1, for = 1, 2, -, s,
Takmg k=1, Theorern 3 and its Corollary give the result of Bauer and Fike, i. e.
|A=M| <|T*[ae | T ]2+ | B2

Since the dual basis pair producing J,, is not unique, so that % is not unique for

J 5 On the other hand, when each % is a "minimumfor» J, the J is a “natural”

quasi-Jordan matrix of 4 for computational purposes. Therefore, as an example, for

J 1 in Section 8, we must take it as J of Theorem 8 but not as D17, D, where D is a
diagonal matrix (Ds1).

“In brief, the sensitivity of the eigenvalues of a defective matrix (or a gensral

. matrix) depends on distribution of its eigenvalues, on a dual basis pair of each

 eigenvalue subspace pair and on superdiagonal elements of the quasi-Jordan form

corresponding 10 -f_his dual basis pa,ir_éuch that %; is a minimum, This is juét a point of

view Golub and Wilkingon attempted to show in [1]. | ’
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