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A b strac t

This paper is concerned with the sensitivity o f  the eigenvalues of a defective matrix
under small perturbations. The given estimate generalizes all special results o f Wilkinson,
Stewart, Bauer and Fike, when the eigenvalue is simple and when the matrix is nondefective,
and interpretes the phenomenon indicated by Golub and Wilkinson for Multiple eigenvalues

In  [1], with a quasi-Jorden blook as an example, Golub and Wilkinson indicated 
that it is possible for a matrix to be highly defective without its eigenvalues being 
unduly sensitive. However, it hasn’t  been interpreted yet.

This paper gives an estimate of sensitivity of the eigenvalues for defective matrix 
(so that for ,general matrix). Not only it generalizes all special results of Wilkinson, 
Stewart, Bauer and Fike, when the eigenvalue is simple and when the matrix is 
nondefective, but also it interprets this phenomenon.

1. Eigenvalue Matrix

We shall denote the set of all mXn complex matrices by CmXn.
Definition. A  matrix A % £  CrXr is called the eigenvalue matrix i f  it  has an 

eigenvalue X of multiplicity r.
The following properties can be deduced by the definition.
1° Let Л GCnX'1 have an eigenvalue X of multiplicity r. Then
(i) there exist eigenvalue matrices A%, Bj,(ECrXf and column full rank matrices 

G, F £ G n*r such that
A 0 - Q A ,  F HA —B]iF H}

(ii) if there are also eigenvalue matrices A'x, B'x 6 Crxr and column full rank 
matrices Gf, F ' £  Cnxr such that

A G '= G 'A , F mA —B'xF m,
then there must exist nonsingular matrices S, H , Y , Z £  Сгхг that satisfy

B \= Z ~ 'B XZ,
G '~G S, F '= F H .
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2° Let П ( ^ ~ ^ ) г< be the characteristic polynomial of AGCnXn, where all Aj are

«=i
different. Suppose that there are the eigenvalue matrices A « Bh G Gr,xr‘ and column 
full rank matrices Gi, F t G CnXr< suoh that

A G ^ G ^ ,  F fA - B ^ F f ,  i - 1, 2, s.
Then the matrices (G t! Ga j • • • ! Gs) , (Ai i F a j • • • j F s) are nonsingular and equalities

а ы ё  с а „ a , a a

( ^ ! ^ 2i - ! A ) Ĥ =diagCSAl, BM) A J ( A ! A ! - ” !A )H
hold.

3° Let A G Gnx” has an eigenvalue A of multiplicity r. Then there are eigenvalue 
matrix А ё С гхг and two column fu ll rank matrices G, F  suoh. that

AG=GAx, FUA=A,FU, F"G=I.
And for A %, G and F  are of one-one correspondence.

From 1° and 2°, it follows that the eigenvalue matrix is a generalization of the 
simple eigenvalue and the corresponding column full rank matrix is a generalization 
of the eigenvector. Moreover, eaoh eigenvalues of A  of multiplicity r  corresponds to 
two subspaces jV ((A—Al ) r) and 1V((AH—AI)r) which are, called the sight and the left 
eigenvalue subspaces of % respectively. The columns of G and F  form their basis 
respectively. A  and Bx are uniquely determined by (r and F  respectively.

We say that the columns of G and F  form a dual basis pair of the eigenvalue 
subspaces in 3°. For A , G and F  are not unique, but A  is uniquely determined by 
G and F.

2. Perturbation of the eigenvalue subspace

Using the sufficient condition (see [2] ) under which the matrix equation
X M - N X = * K - X L X  ■ 

has a solution, we can prove the following
. . S -

Theorem  1. Let A G Cnx". Let Yl(X—Xi)ri be the characteristic polynomial of A,
i-i

where all Aj are different. Suppose that there are eigenvalue matrices A € ^ r'Xn and 
column fu ll ramie matrices Gi, А £ С иХг< such that

AGi-GtAx,, F f  A = AxfF?, F fG i= I ,  1, 2, - ,  s.
Avid for i = 1, 2, •••, s, set

h  =  fFA * №iU,. К =  || complem (А ) ||л* || complem (ф{) ||*у
Si= m in sep*. (Ah, A  A

'• \  . . ш
where complem (F t) = {Ft i • • • j F$_i j F i+% j • • • | F s), complem{Gi)—(Gi j • • • j G A  j GA !*••!#*) 
and sepAA G) = min || QB—GQ J F denotes the separation of two square matrices В and
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G. Let E  be a perturbation matrix. Then there is an e> 0  such that i f  ||Р||*><8, there 
exist matrices .<4A4<~Cr‘x,'‘, £=1, 2, s, with column fu ll rank matrices Ql £  0пХп such 
that K. . .

A ,  4 3 ;  CO
■ ’

where the matrix (Cf{ j j ••• | G's) is nonsingular, and the inequalities

I A - X b < * 4 ^ + 1 R | | § p ^ -m Ft

2hrH
-№ l

(2)

(3)

Vi*
Wi-1+1> •“» Щ, 1, Mj-2+1, Щ-%, Wj+i/ Щ+i)

« i = 2 nt=i
is a permutation. Let

Pi
Then by (6) we have

(A + E ).(& iШ " ' \ -  .(<%I <&!•••!G's) diag-M , A!2, Д ] ,
.and the inequalities

IAM-4  I,<IJTmI ,+  fi (P« J — | P«-i! P«+1 i ••"! P<»)P«f

hold.

The matrix (pa-[ n J jP<r, f „  j j ••• SP*s( n°a is nonsingular if

hold for i = 1, 2, •••, s.
Proof W rite F tj—F fE G }, F  =  (Py)sxs* The complementary submatrix of A<+ F u 

ind iag[J.Al, A 4, •••, J.As]+ JP  is denoted by oomplem(J,^+P«).
When

. 1! (Pill -  iP W iP W i j -  jP(s) h r  1 (Pgl V \Ef-U \ П и  I ■- I  Jg)1U < 1.
sepKJ^-t-P*, complem{AM+ P«)) 4 '

the matrix equation
P (A ,+ P « ) -  (complem(J.At+ P ii) ) P

-  (P i! -  iFf-u № !  - ! P j ) я - P(PttI • • •!P«-11P«+ii iPu)P
has a solution P< satisfying .

llPll <  2Д (Pgj —!P<-n iPf+1< j -  IPf) IU ' ■" ' "
{ sepff(A^+Fa, complem(AXl+ F ii) ) ‘ ■

W rite ^  = J .a<4-P«+ (P a !*•* j Р « - 1  i P«+a i iP<s)P«* Then

n,(d l»gM >u Л ,  •••, •4 ' J +J?) P ' ' ( p ( ) - ( p I ) 4 ’

where Pat =* ( e ^  ie^ )  | *** jе̂ сп)) is a permutation matrix and
1, 2, Mi, щ + 1, щ, ........ \

(5)

(в)

(7)

(8)
(9)
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± « Л 1 !< 1 . (ю )
<=i

By 2° (6?! j Gz! • • °! G3) is nonsingular. Hence (Gi j G'2 j • • • j G'a) is nonsingular.
By the properties of separation, inequalities 

sepA A +Fw , com plem (A + F u) )
> sep ,(A u, diag\_Ahi, —, A ,.„ А Ып, A J )  -  \\Fu\\f-  fl complem (F«) ||,
> m in  sep*- (Au> Akj) -  ( || F<| f• || Gt || f+ 1| complem (A ) ||r* || complem ((?<) | f) \\E\\p

J+t
(11)

hold.
The inequalities (4) and (10) are valid for sufficiently small |[jS7||*. From (6), 

(11), (8) and (9), the result of Theorem 1 is obtained.
The result of Theorem 1 must be understood as follows.
Under a small perturbation, a multiple eigenvalue of a matrix is generally split 

into a group of the eigenvalues near it. Therefore, the eigenvalue subspaoe will be 
completely ohanged, and it possesses continuity only in  the sense of the invariant 
subspace.

Suppose that the multiple eigenvalue of A  of multiplicity Ti continuously 
changed to the eigenvalues of A + E ,  Then for sufficiently small \\E\\f, they form a 
group whioh is separated from other groups of the eigenvalues of A + E . Write this 
group by A . Then the A  defines a subspace Vi. I t  is direct sum of all right eigenvalue 
subspaces of the eigenvalues of A.

Let there be A € C r'Xr< and column full rank matrix Hi such that {A + E )H t 
*=HiAi, and all of the eigenvalues of A  form A* Then by 2° of Section 1, there 
exists nonsingular matrix T ( such that 2V1 AT* is a blook diagonal matrix whose 
diagonal blocks are all the eigenvalue matrices of А» Since other n —rt eigenvalues 
of A + E  differ from those of A , so that those diagonal blocks are also eigenvalue 
matrices of A + E  and the columns of also form a basis of V{. Henoe the columns
of Н { form a basis of F«. This fact implies that the Vi is a unique invariant subspace 
defined by A .

By general definition in  [8], the distance between subspace N  ((A —XJ) r‘) and

subspace V e is dF(Gh G\) =  {r{- tr  [ ( < ? ? < ? , ) (Q[RG\) } * .  Using(7), We 
have A((?{, G[) = 0 ( ||P 4||F) . Hence by (5), dF(Gi, G't) = 0 ( ||iA )>  This shows how 
the eigenvalue subspaoe N ( ( A —kJ)**) is continually ohanged to Vi as invariant 
subspace.

Theorem 1 denotes that there is a column full rank matrix G[ near Gi} it is 
formed by the vectors of a basis of Vi and determines a matrix A[ near A* Moreover, 
the set of the eigenvalues of A + E  is union of the sets of the eigenvalues of A  ( i= l ,  
2, •••, s). In  such sense, (2) and (3) can be regaded as a generalization of the



No. & SENSITIVITY OP THE EIGENVALUES OP A DEFECTIVE MATRIX 489

sensitivity of the simple eigenvalue and the corresponding eigenvector. The scalar kf 
determined by a dual basis pair of the eigenvalue subspaces is a generalization of 
W ilkinson’s condition number.

3. Sensitivity of the multiple eigenvalue

In  [1], Golub and Wilkinson indicated the following fact. For the quasi-Jordan 
block

,1

Л -

1 02
\

\ 0Г-1
1 I r-xr

the eigenvalue 1 is highly sensitive when 01= 02=**'=0,-_1 —1, and its perturbation
f . .

can be of || jE7jj2 . But if 0 i= 0 2 = “ *s=0r-:i=lO"'1(), then, since the perturbation is of 
order 10-10 when | ̂  fl 2 == Ю-10, so the eigenvalue 1 is not at all sensitive.

For general matrix, the reoent estimate whioh is obtained by Kahan, Parlett and 
Jiang by means of the classical Jordan canonical form is as follows.

(*) Let J =Т~гАТ  be J / s  Jordan form and let E  be a perturbation matrix. To 
any eigenvalue к of A + E  there corresponds an eigenvalue kt of A  such that

where lt is the order of the largest Jordan blook to whioh kt belongs. The specrtal (or 
Frobenius) norm must be used here.

Use (*) on J 1. In  the first case, we have estimate ■
f X - l | r

\ K ~ 1 \ ; ||F |2. B utin(1+ lit—1 |) г 1
the second case, this estimate is "(j_ ̂  |' y - i  ̂  11 II28 Ц |[ ae fl^Ka, where J) is a

diagonal matrix. The perturbation bound of the latter is increased contrarily, so the 
behavior of У г under perturbations can not be interpreted by (*).

T heorem  2. Let A ^  Cr*r be m  eigenvalue matrix and let

\

к  0i
к 02

\

\  0Г-1
к /ГХГ

- T ^ A T

be a quasi-Jordan matrix of A?., where T  is a nonsingular matrix. Then, for  0 
perturbation matrix E , any eigenvalue k' of А ^+ Е  satisfies inequality
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! V —^ Ir

a' -  a j + dr_2| a' -  a | + • • • + dx j a' -  a ; a-i-s0] *
T < e . |2 T-1| f . | 2 ' | . 4 ^ I , ,

where
t+1

j |^A+i*,'^ft+r-t-2|a, t = 0, 1, — 2, l ^ a ^ V r " ,

Corollary. Under the hypotheses of Theorem 2, fo r  any fixed A and d satisfying 
0<8<A, there is an e> 0  such that i f  \E \2<.s, any eigenvalue A' of A + E  which does 
not lie in  the dish 12—A | < 8  lies in the annulus

ь <  12 - a | <  [«-a- ir -1),. ||г||2. \ \ щ 2 т ,

where m  is the minimum of natural number e such that fo r  i ^ e ,  the inequality т8г_*_1<С1  

is valed, 0 =  [ j a(m- 1)+Sr_2/l3(m-s)+ - + 8r_m̂  8г~т- 1
S2 8,-»=!, 8-1=0.

Moreover, m < f, where l is the order of the largest Jordan bloch of A%.
Proof Let A' be an eigenvalue of Ax+ E  and let A'—A= аФ0. Sinoe the matrix 

I  — (A'J—J f)  ~1T~tE T  =  (A'J—J**) -1  [A 'l—J%—T ^E T ]  
is singular, so that

. i < | | ( w - A ) - 1r - » I U - s | ( x ' i - A ) - 1| a-||2’- 1ls-|z 'U -ll« ||a. -

However, ||(A 'I—J A) -;1| F— and-JjL=| |  • ||ff< || •||2< || • ||*1. Henoe the

result of this theorem is obtained. -
For the sufficiently small \\E\\2, | a | T a k e  A' suoh that j« |> 8, then 

- I a | • IT -112- 1 T\\ 2» I^12• [ |« | + 8,_a1a12(m~3>+• • •

+  Зг_я br-r-m-1 So
a \a S (r—m) f

Taking m as the natural number given in  Oorollray, the Corollary is also obtained.
The number r8r- t. i  is the sum of the square of the absolute value of the ith 

superdiagonal elements of the matrix

11 в  г  O iO r

1 O r -

1 \
*• • • 

t •
*. :

‘ «, O r-a.
.

For some 0t= 0, the A w  is split into Some blocks in  conformity to the Jordan form of 
A,., and the Zth, Z+lth, • •*, r —1th superdiagonal elements are all zero. Hence m <l.

In  disk 12—A | < 8, Corollary gives no description on the sensitivity. However, 
r§ and A are quite arbitrary, so that Corollary has reasonably described the perturbation 
of A yet. In. fact, there is. no need to study very small change of A.
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Consider J* again. Let r =10 and || E  || P =  Ю"10. Sinoe | <% | <  || В 12. (B  — (ei}) ), the 
inequality ja j^ l+ 10 |(^J|(2= l+ 1 0 _9 can be deduced by Gersehgorin theorem. Take
J = H -1 0 “9. Then for any 8 satisfying 0 < S < 4  G < \/5 .6 . Hence the annulus has

1 i
turned into a disk |й—1| < (а*б .6? * 10-10) 10. So there is an estimate |Л,—1 1 <0.1228. 
I t  should be observed that this is a good estimate. If  #*=#2 =  • • • = #r-i= Ю-10, then

8t = 1O~-3O(0~*>. S o ra = l. Take 5=10-10. Then for any A satisfying 10~10<d,

G <  \/б .б . Hence the annulus is 10_1°<  |г—1| <а*б.5^*10~10. Since \/5.5=i=2A, and 
in  this case, a = l ,  So we know that the bound of perturbation is of order 10~10 really. 

Thus, the behavior of the eigenvalue of J* is interpreted quantitatively.

4. The Perturbation theorem

Note that the separation sep(jB, О) of two square matrices В  and G is the smallest 
singular value of I® B —GT® I, where the Kronecker produot of X  and Y  is denoted 
by X ® Y ,  and note that there is some natural number i0 such that || diag [ (XI—J _1, 
•••, (y\,I“-t7As) _1||2=  1 (XI— 12. Then by Theorems 1 and 2, we can obtain the 
main theorem as follows.

T h eo rem s. Let A £ Cnxn. Let J s= d iag [JAl> 3%» 3 J  =Т~гАТ be a quasi-
Jordan matrix of A, where 3 ^= X iI+ J ir all are different, and

«7 . =

\

Q f

0 0 $>
\

0

№  1
Q / f<Xr<

Let T==((?a|(?2j ---iGs) ,T -1=  (F i\F 2\ ••• jF s) u, where Gt, F tG F o r  i =1, 2, s, 
M =  Icomplem(6?{) fl*» || complem (-F<) | F, ^ = т т о г шЬ(!Г(/),j4>i

where complem (Gt) =  (G?iI ••• Gi+t ! • • • i Gs) , complem(F^) =  (F^ i • | F t-% j F i+1 j • *■•
j F s) , о-Юш (Тц) is the smallest singular value o fT ih and 2#= (Xt -  I + I  ,—3 j® I.

Let В  be a perturbation matrix. Then there is an s> 0  such that i f  (|I?|p<e, any 
eigenvalue X of A + B  satisfies one of the inequalities

---------------------------------- ----------------------------------------- T < B (ff(B ) ,  i - 1, 2, s,
«e [ IA—Я» 12(r,-1)+ S^-21Л— Ia(r<-S) +  • • • + IX— 12+ So-1] ̂  ’

where R f K m - l T - H U - i T U - l B U ,

« “ « - f t ( m b | t+  St_ 14»).-

< A < 1 , 8 « 1 -1 , i= 0 , 1, r , - 2 ,e n d * - l o r 2 .
SSi
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Corollary. Under the hypotheses of Theorem 3, fo r  any fixed A and 8 satisfying 
0<8< zl, there is an e> 0  such that i f  ||.Ё7||*-<;8, any eigenvalue h of A + E , which does 
not lie in any dish | z—ht | < 8 , lies in the wnion of the annuluses =

8 < |2 -Я (|< [ а {-0<-Д№̂ ) ]  %  6=1, 2, —, s, 
where mi is the minimum of the natural number в such that for t^ e ,  r i8^)_i_1< l  is valid

i

Ct= [4»o*-w+ 8 (o2̂ - a) +  . . ,+ 8 ® ^ +  •'••+ g sS W ]^  8- i= 0 .

Moreover, i= 1, 2, •••, s, where lb is the order of the largest Jordan bloch to
which hi belongs.

For a suffioint small fl E  || p, the annuluses in  this Corollary do not overlap each 
othre. So, for the study of perturbation of hi, we consider the г-th  annulus only. 
But for the relatively large f[JS?||those annuluses are overlaping each other.

W hen hi is simple for some i, we have 1, щ = 1 and $  = 1. Taking h= 2,

Theorem 3 gives estimate | h —к  | <  h  || E  |j &4- »-ни' IIIII- I t  is essentially
~  \щ  +  h i) I Jjj || F

consistent with the resuls of Wilkinson and Stewart, where h  is Wilkinson's condition 
number. In  the case that A  is a nondefective matrix, 2>«=min I Af—h I.

}*i

When A  is a nondefeotive matrix, Oj=l, m{= l  and c«=l, for i = l ,  2, s. 
Taking #=1, Theorem 3 and its Corollary give the result of Bauer and Fike, i. e.

Since the dual basis pair producing 3 u is not unique, so that ht is not unique for 
3 -M. On the other hand, when each h  is a minimum for 3  the J  is a “natural" 
quasi-Jordan matrix of A  for computational purposes. Therefore, as an example, for 
3 г in  Seotion 3, we must take it as 3  of Theorem 3 but not as В~гЗгВ, where В  is a 
diagonal matrix (.ВФ1) .

In  brief, the sensitivity of the eigenvalues of a defective matrix (or a general 
matrix) depends on distribution of its eigenvalues, on a dual basis pair of each 
eigenvalue subspace pair and on superdiagonal elements of the quasi-Jordan form 
corresponding to this dual basis pair such that hi is a minimum, This is just a point of 
view Golub and Wilkinson attempted to show in  [1].
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