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AN ANALYSIS OF A FINITE ELEMENT 
METHOD OF LOW DEGREE FOR THE 

NAVIER-STOKES PROBLEMS* * **

L i  L ik a n g

Abstract

There are many papers in which approximate solution of Navier-Stokes problem is 
•discussed by finite element method. Their error estimates are optimal, but degree of 
piecewise polynomials for pressure p  or degree of piecewise polynomials for velocity и are 
not the lowest. In this papre a new element is given. Its degre for p and degree for и  are 
the lowest and error estimates are optimal.

§ 1. Introduction

Let Q be a bounded open domain in R2 and its boundary be Г . In  this paper we 
«consider the stationary Stokes problem and Nayier-Stokes problem

' —vA u+ grad p  = / ,  in Q, (1.1)
divM=0, in Q, (1.2)
*1=0, on Г , (1.3)

' -  vAu-\- ( u • V)« + "grad p = f, in Q,} (1.4)
d ivw = 0 , in Q, (1.5)

* - o , on Г . (1.6)
Let Q be a convex polygon. There are many papers in which Nayier-Stokes 

problem is discussed by finite element method. In  [1], an element of lower order in 
M  is used, namely: a linear approximation for U and a linear approximation for p ,  

where each triangle of triangulation for p  is actually a macroelement made of four 
triangles of triangulation for U (see Fig. 1 in [1]). The approximations have H 1 
•error of h and L 2 error of h2 for U. They did] not point out that the approximation 
has L 2 error of h for p  which we can easily obtain. In  [2], the finite element spaces 
for 11 and p  are (Wim)2 and M h respectively, where Whois the set of piecewise poly­
nomials of degree 2, each element of Who is equal to zero on Г , Mh is the set of 
piecewise constant. Each triangle of triangulation for p  coincides with each triangle
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of triangulation for U. The approximations have I i 1 error of A and L 2 error of A2 for- 
м. The approximation has t e r r o r  of A for p. In [ l]  and [2], these approximations 
are optimal, but the degree of piecewise polynomials for p  in [1] and the degree of 
piecewise polynomials for U in [2] are not the lowest. We propose the following; 
question: LetX® and Qh denote the set of piecewise polynomials of degree 1 whose 
element is equal to zero on Г  and the set of piecewise constants respectively. We- 
take (X®)2 and Qho — Qh\E as the finite element spaces for U and p  respectively. Can 
we conclude that the approximations have U 1 error of A and L 2 error of A2 for M, 
the approximation has L 2 error of A for p? If  the conclusion can be reached, then the- 
approximations are optimal, the degree of piecewise polynomials for U and the degree 
of piecewise polynomials (piecewise constants) for p  are the lowest. Obviously, this 
question has praotial meaning. I t  is well known (see [2] § 2 .2 , Chapter 2) that the 
above conclusion does not hold as the triangulations for и  and p  axe the same. In  
this paper we point out that the above conclusion is right as the triangulations for 
U and p  are different. The other object of this paper is to extend the above conclusion 
to problem (1.4) ~  (1.6) with sufficiently smooth domain

The results obtained are organized as follows: In  § 2 we give the triangulations 
for и  and p  and construct finite element spaces. In  § 3 we prove Bpezzi inequality. 
In  § 4 we give the errpr estimate for stokes problem. In § 5 we give the error 
estimate for Navier-Stokes problem.

§ 2. Triangulations and Finite Element Spaces
. _ m0+nii

Let {К i} be a triangulation of Q (see Fig. 1). We have Q=  П X), where K 1}
i=l

Km, are all boundary elements, K mo+1, •••, K m<f+m are all 
interiore lements, Triangulation satisfies the regular condition 
in [3]. Define

Qh={qh\qnGL 2(Qi), qh on each K t is a constant 
( i= 1, mo-Vrrbt)}.

Let K t be an interior element. K h) -••, K it is a triangulation 
of K i by dividing K t into 4 equal subtriangles (by joining the 

mid-sides, see Fig, 2). Let X { be a boundary element. K {1, K ti is a triangulation 
of K i  by dividing into 4 subtriangles (see Fig 3). In Fig. 3 D and E  are 
midpoints of sides OX and О A  respectively, For simplicity, we assume EO//OB. 
Define

X ft={%|-rftG 0 0(fl), % on each К ц  (i = l , то+тр, j = 1, •••, 4)
is a linear function},

Fig.
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Let A1} •••, A am„ be all boundary nodes of triangulation {Кц}. Define 
X t —{vn\v-k£X-h, v^A f) = 0  ( i —1, 2wo)},

X l - X l x X l ,  Qbo~Qb\R,
VI =  {v% I v h £  x i ,  (div v b, 1МЬ) -  0, €  Qm} .

We shall not give the definition of Sobolev space which are
well known. We denote the norms and the seminorms of Sobolev spaces H m(fl) , 
Щ (& ), •••, by II • ||m, I • |m, •••. We denote # °  (D) by L 2(ti)  and

Lo(O) ~ { v \ v £ L 2(Jl), v dx—0}(=*Ls(S})\R),

where dx^dxidxz. Let v £ H m(&) DLo(Xi). We denote the norm and the seminorm 
of # m(D) n Lg(o) by II • ||m\i and | • |mU respectively.

Define

a(u, v ) - j o VU 'Vvdx, b(u, p) =  (divW, p), 

f ( v )  =  j / • v d x = ( f ,v ) , ( u ,v ) = ! \ uvdx.
J Q J Q

Variational problem P bl of (1 .1 )~ (1 .8 ): Find (uh, pf) 6  Х* X Q*, Satisfying 
(va(uh, v h) - b ( v h, рп)^(уь) ,  Vvh£ X l
1 b (Ць, fJjk) ~0, V/X'ftGQfto»

Variational problem Pm of (1.1) ~  (1.3): Find Uh£ v \  satisfying
va(uh, I?*) = f{v f), \fvh£ V l  (2.2)

Lemma 2.1. X I  and V l are Hilbert space. The mapping щ  £  X I  (or VI) -> | u% | x 
~ a (u h, щ) is a norm over space X l(or V f) . Inaddition, we have F 2 i40}.

We skip the proof since it  is easy.
Theorem2.1. Variational problem PA2 has a unique solution.
Proof Sine the linear functional (vf) and the bilinear form (uh, Vh) 

m ( u h, v h) are continuous over V I  and x Vft respectively. Theorem 2.1 holds from 
Lemma 2.1 and Lax-Milgram Lemma.

Theorem 2.2. Variational problem P hl has a unique solution.
Proof To prove the existence and uniqueness for (2.1) we need only show



the only solution, of (2.1) w h e n /= 0  is (ub, pf) =  (0, 0).
Taking fx^°=pA;in  (2 .1), we obtain a (tift, Uh) **0. Henoe f^ —0 follows

from Lemma 2.1. By (2.1) we obtain
Ph)—0, Vt?ft £  •Ж?-

Then by the following Brezzi inequality (3 .1) we have |#ft||o\i=0, i. e. рй= 0.
Both Variational problems P fti and P ft2 can be characterized by the following 

Theorem 2.3.
Theorem 2.3. Let Uh be a solution o f (2 .2). Then there exists a unique <рь such 

that (uh, pf) is a solution of (2.1). Conversely, let (uh, pf) be a solution of (2 .1), then 
Щ is a solution of (2 .2).

We skip the proof since it is easy.

§ 3. Brezzi Inequality

Lemma 3.1. Let be a boundary element, vh £  X I. We have
3

I | oiya^iChi | 1 1 , i  1, •••, m0, J 3, 4, 
where yw= i f {,-D P , C is a positive constant independent o f hi, hi= diam (AT4).

The proof may be found in [4].
In  this paragraph we would like to show

gUp — 9*).. ;>« I qb 10\i, (3.1)
VhSXI lv»U

where a is a positive constant.
In  this paper, C denotes a generic constant with possibly different values in 

different contexts.

Let hi= diam (К б , h=  max A*. Assume - ~ ^ 0 .  Let A* be a reference eelment.l<ion0+nzj Щ
Let K i  be any interior element. Then there exists an affine mapping

F iix^B iX + bi): ± -> K i.
Let K i  be any boundary element. We construct a triangle such that three 
vertexes of K t coincide with three vertexes of Then there exists an affine 
mapping Fi°.lt~>Ki. Each Ft is an invertible mapping. Let AtBi in K t denote an 
arc on P  and ^ ^ ’<= P r 1(AiP i). We construct A f)A B  =  a curved triangle б  А й  (as 
shown in Fig. 4), it consists of segments 6 A  and б й  and arc ACB such that

H (diOAB)0 —ф (&=1, ♦•*, m0),
where A 0 denotes the set of interior points of set A . Sinoe P  is sufficiently smooth, 
there exists such A% бАВ.

Letg'aGQfto- According to Lemma 3.2 (see [2], Chapter 1), there exists one 
function v  £  (H I) 2 such that

4'в CHIN. ANN. OF MATH. Vol. 8 Sex. В
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Fig. 4

div V—qji, |t?| i<O f||g'ft|0\i.
According to Lemma 2.1 and Lax-Milgram, lemma, there exists a unique 
satisfying

a ( w h- V ,  0 A)= O ,

Moreover, we have

(3.2)

(3.3)

(3.4)
Then we define v h£ X I  by;
1. K i(i= m 0+1, w0+W i) is an interior element. Let ^ = 0 ,  A2= A, A 3—B, 
A33=0, A13= D, A la=E(see  Fig. 2). vh on JsT4 is defined by

■ tb (4 )-« ib (A ,), i = l ,  2, 3, 

f__ (vh-v )d s= 0 , K j< h;< B .
JAjAx

2. К •••, mo) is a bounary element. Let A i=0, A2=A, A s 
D, A12= E  (see Fig. 3). v h on K t is defined by

Vh(As)= w h(A3), j = l ,  2 /3 ,
^й(А23)= 0 ,

f _ _ (vh-v )d s= 0 , (j,k) =  (1, 2), (1, 3).

0 , Ai3 — 

(3.6)

We can easily prove that there exists a unique Vh satisfying (3 .5 )and (3.6).
Lem m a 3.2. The function Vh£ X l  defined by (3.6) and (3.6) satisfies the 

following inequality.

|*M:iâ O,|<7ft||o\B. (3.7)
Proof Let eh=“Vh—Wh(€ X h ) , e = V —W h. By(3.2) and (3.4) we have

1*0» | i+  | | 1[ д'й | о\1~Ь | в» 11* (3.8)
On each АГ{ ( i= 1, •••, mo+mf), efe is the form of

Cft ~  2  eft(-̂ -jft)jP̂  (3.9)

where p# is a linear function on each K a ( J = l, 4) (see Fig. 2 and 3)defined by
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3>л(Л»)"0, (m = l,2 , 3),
lito(A.») =0. (m, n) -jfc ( j, k).

(3.10)

I t  is easy to prove
l< j< & < 3 . (3.11)

Let /  be a function on K t. f  is a function on ] t{= F r1(F i)  defined by

f - f * F u  (8.12)
where «denote composition of function. By (3 .9) we have

=  2  Bh(̂ Aflc) Pto. (3.13)
2 < /< fc < 3

Obviously, where j t i= F i1(K i))  is a piecewise linear function. By
(3.13) we obtain:
1 . K i  is an interior element. We have and

e>>(Дй) -  [ J 0 - р,ъ ds] eh dSi K j < £ < 3 .

By (3.5) we have

By (3.10) and (3.12)

(3.14)

(3.16)

(3.16)

Then by (3.13), (3.14), (3.15) and (3.16) we have
1 eft( ^ fc) I < 0 ! e 1 o , ( b y  (1 .2 .3) in [3])

< 0 ( ||e ||^ +  |e |l* )*  (by (3.1.20) in [3])

< 0 |а в К Д )Л !е |5 ,* ,+  ||-В .1 Н е |и )1  (3.17)
■where leh(A №) || denote the Euclidean norm of e{Ajk)in R 2. Using Theorem 3.13 in 
[3], from (3.11) and (3.17) we have

|вй|1,я<< 0,(Лй2||е||о,^+ |e  | i,£4) 2. (3.18)
2. K t is a boundary element. We have and eft(J.23) = 0. Thus we only
evalute ей(^41а) and ел(J.13) . Using the above method (3.13) — (3.17), we obtain 
(O', * ) - ( l ,  2), (1, 3)).

fl Вл(Ая) I < 0 1 e I o,saM h  (Fig 4, by (1, 2, 4) in [3])

< ° ,(Nlo.4ieiS+ \e (1 ь Ш У

<0(Д,“2||в||о,я< +  le lijr ,)5* (3.19)
By (3.19) and (3.11) we obtain

|0й|1,г{‘̂ О(Л*Г2||в||о,в:г+  le |i,7r,)^« (3.20)
Thus, by (3 .1 8 ),(3 .2 0 ),(3 .2 ) and (3.4) we have

|e*U<0(A 2||e||o+ lls'ftlo/i)̂ '» (3.21)
Now we evalute ||e||0. Since Г  is sufficiently smooth, is is well known that there
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exists a unique z  €  (-Щ П H 2)2 such that
- A z = g ,  i n i i ,

where g  £ L 2')2. Moreovere, there exists a positive constant О satisfying

INa<a|fir||0.
By § 5 in [4], there exists a unique z ^ X l  such that

a(zft, t>0=  (sr, vh), Vvh£ X l
Moreover, we have

' | |^ -2 гй||1<ОД||2г||2<ОД||йг||о.
From (3.22) we obtain

a(z, vh) - (g , v h) + j r Vvh£ X l

We have

e>z das 1 Jo____И о -  sup ■
весь2; 2 sr О

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

By (3.3) we have

Jo e>gdas=*a,(e, z )  = a(e, z -Z n ).

From above equality, we have

I e*flr das <C%|e|Jflr||o.
I Jo

From (3.27) and (3.28) we derive

II в II |в | i^O h  1 q  ̂I o\i*
From (3 .8)^(3 .21),(3 .27)^(3 .28) and (3.29)we obtain (3.7).

Let Sn be an arbitrary element of Qm- Let 8m denote the value of on iT(„ 
. Giving qh£ Qho, from (3 .2)—(3.6) we obtain Vh. By (3.5) and (3.6) we have

m«+% f
(divvk—qh> $ь) | =  2  8 m ( d iv r fe—divV)dasV*t JKt

Too  4 [

==- S  2! I (Pi>~ V)d&
i = l  /== 3 J

w 0 4

<  ̂  \ 8 m \ | e » | a , x M

^O jh  I q% I o\i | Vb f j.
Taking Sn^qn in (3.20), from Lemma 3.2 we obtain

(div Гй, qn)= M |o \i+  (d iv i^ - f t ,  h ) >  ||&|| o \i- OiA | lift 111Ы o\i

>■^7 1 Qh i 0\11 tyfc 11—O jh  I lift 11II £ft 1 o\i.

W hen h is sufficiently small, there exists a positive constant a > 0  satisfying

(3.30)
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(dixVh, qb)><*\qhh\i\vh\i
From here we obtain. (3 .1).

4» Error Estimate of Stokes Problem

Theorem. 4.1. Let (H oY and diy u = 0. Then there exists a positive constant 
О satisfying

inf |m —vfeh < 0  inf \u —VhU> (4.1)
®*em vbtx%

Proof Let Wh be an arbitrary element of X°. By Lemma 2.1 and Lax-Milgram 
Lemma, there exists a unique wfe£  V% satisfying

(Vflfc, 4 vh) =  (Vwh, 4 v h), \/Vh£  V I  (4.2)
Arguing as in the proofs of Theorem 2.1—Theorem 2.8, we see that there 

exists a unique Ph(zQho satisfying
f(VMfe, Vvft) -  (divt?ft, ph) =  (Vti?ft, Vvh), \lvh£ X l ,
\ (divif/i, fih) =  o, V/ift e  Quo- 

From (4.3) and Brezzi inequality (3.1) we know that (w h — uf) and ph are 
simultaneously different from zero or equal to 0.

From (4.3) we obtain

(4.3)

I V(b„ - h>,)| Jo__________ 4 u hdx jj^ftd iv  Vhdx

l*M:
Vt>»€X°.

I v b I1

Using (3.1), from (4.4) we derive
\Uf—w h\ i > 0  10\i-

Taking v h= U h ~ w h in (4 .3), from (4.6) we obtain

j g Ph d iv ( u h- W h)dx*= \U h - W h \ l> 0 \U h - W h \ i \p h \o \x .

Since div if= 0  and p h div Uh d x = 0  we have

j Q!Ph d iv(«ft—ivh)dx~*^ph  d iv (if—Wh)dx,

Erom (4.6) and (4.7) we derive
I ~  [ i I o\i^O | W—Wh |i|W I o\i>

|«ft-W A |l<U |M -W ft|l.
Using triangle inequality, we obtain

inf \ u - V h \ 1< \ u - U h \ i < \ u - W h \ i +  |MA- w ft|i< (H -0 ) |« - i i> ft|1. (4.10)
UhGV°h

Since Wh is an arbitrary element of X®, from (4.10) we obtain (4.1)0 
Theorem 4.2. Let p ^ H ^ B .  There exists qhGQho satisfying

|p i-g r»|ou<OA||jp|i/i. (4.11)
Proof of Theorem 4,2 may be found in  [3].

(4.4)

(4.5)

(4.6)

(4.7)

(4.8)
(4.9)
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Theorem 4.3. Let и(£Л2П There exists uhG satisfying
(4.12)

Proof of Theorem 4.3 may be found in [4].
Theorem 4.4. Let Г  be sufficiently smooth and (La)a. Let (u, p) and (uh, pf) 

be solutions of (1 .1)—(1.3) and variational P ft2 respectively. Then we have
||«-Mfcji+ ||р-Рй ||о \1<^(||м ||а+  |H |i\i)< O h ||/||0. (4.13)

Proof By hypotheses and Proposition 2.2 in [5] (see Chapter 1) we obtain и  
€  (H 2 П -йо)2 and p ^ H ^ R ,

llMfla+ (4.14)
Let W h be an arbitrary element of F®. Thus F°. Then we have

va(vh, Vh) -  ( / ,  Vb) -  va(wh, Vh) . (4.16)
Using Green formula, from (1 .1) we obtain

va(u, 2ft) - b ( 2ft, p) =  ( / ,  z h) ^ ‘z r$s -  J r p (2rft*«i)ds,

From  (4.16) and (4.16) we obtain
va(vh, Vh) = v u ( u - w b, v h) - b ( v hf p-puf)

(4.16)

- p \ p ~ ‘Vhds+ ^r p (vA‘n)ds, VfihGQfto- (4.17)

Using Lemma 3.1 Cauchy inequality. (4.14), from (4.17) we obtain 

v | Vh | aO  [ u —Wh 11 1 Vh 11+  f#—/*b|o\i |vA|i  +ОД^||/|о | Vh 11 

\vh\1< 0 1( \ u - w h\i+  b - /A ft||o\i) +  Gâ ( |/ |o .
B y  above inequality and triangle inequality, we have

| fl—«б1 ( l + O i X  inf \u  — Wj,\i+ inf |iJ-p-ft| |o \ i )+ C ^  l/|o . (4.18)
Wh pĥQha

By(2.1) and (4.16) we obtain

-  (div Zb, рь-fJOb)^ va (u -  Uh, Zh) -  (div Zh, p -  fib)

— v j^  Zhds+ ^ p ( z h*n)ds. \fZb^.Xb, flbGzQho*

Using (3 .1), from above equality we derive

\ph— 1o\i<0 ( IU — lift 11 + 1p —fib II д*+Л» | / |  o), Vp/ftG Qho*
Using triangle inequality we have

! Р - Л \ 1 < 0 ( |Ю - « А|1+ inf b - ^ l o u + F I / l o ) .  (4.19)
PhZQho

By (4 .18 ), (4 .1 9 ),Theorem 4.2 and Theorem 4.3 we obtain (4.14),
Theorem 4.5. Under the hypotheses of Theorem 4.3, we have

II и -  Ий 10 <  Oft2 ( IIИ! a +  II 11V1) <Oha j(/|| o. ■ ' (4.20)
Proof We only give a sketch of proving Theorem 4.5.
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Let syG (L2) 3. There exists a unique (фч, £„) G ( Л 2[)Щ)2 X (Д х\й )  
(see [5])

' -  pA<ftv.+grad £ ,= «у; in O,
- div фп—0, in X2,

Фп=*0, о п Г ,
|0ч|а+ ||^||о\1<^Н1|о-

We haye
Г|г-мл, »у) = («1 -ю й, - И ^ +grad^,)

=  va ,(ji-u n, фч-фь) +  р а (и -щ , фп)

-  (d iv (tt—f^), £,-£&) -  *»Ĵ  ds

~  Уфь£Ут1) in G Q»e,

v a (u -U h, фч) =  (diу{ф„,-фч), p —ph)

+ V\ r  ^ ’ф*фь-^г р(фъ'п)й>$, V^ftG^ft.
Wto

Let Q = { J K i .  By (4.23) and (4.44) we obtain
«=i

I (u — uh, ^ft||o\i)( !04 — ̂ | l + l i ^ “ ^ft|ou)

+  О2л.^||/|о( |^A~^4|l.G+ |0 4|l,e)

+  0,8̂ ¥ N |o (|tt-« A |l.ff+  |tt|l,e).
Let G and G Qao -de suoh that

I Фп — фк 11+  IIi v—ih 10\!<Oh( IФчIIa+  III,IIlu)•
Using inequality (see [6])

|t t |i .e<0A||wfls, v « G # j( a )  п я а(о ),
from (4.25) and (4.26) we obtain

| (tl —ttA, iy) | «?!&( |tt—*1Л|1+  Up—3>a| ou) N lo+W ||/|ofl«?|o
<OA2||/||0fl,7||o.

We have
( u - u h, t))\

satisfying

(4.21)

(4.22)

W-«»flo~ supt e i v y - m И  0

Using (4.28), from (4.29) we obtain (4.20).

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)

(4.29)

§ 5. Error Estimate of Navier-Stokes

Variational problem NS: Find (u, p) G (Л1)2 X L\ satisfying
Гva(u,v)-Ъ (у ,р )+ с (и; u, v) = (/, v), VvG(Я  J)2, 
t  b(u, ju-)=0, Vp-G-Lo, (6 .1)

where
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o(tt; 0, w)  <=*̂o(U'4)v*wd<B,

Define

7 ( f )  -  sup ( £ i £ l
а д э с I *** 11

p(/8)- sup

( / ,  Wfc).
7 » ( / )

ptx(0)

P2h(fi)

sup - -  .
Wft€XX-{0) \w b\t

sup ■?»)-,
Mft,«»,tu»6XX-{0> | Mft 111 0ft 111 I0A 11

sup ((Hft-V) v, Wb)^
rn,w»zx%-m, «6(Я>)*-{0) j Mft j 1 j0 IJ110ft 11 *

Theorem 5.1. ТГв'Аадае
h m  Г» ( / ) = ? ( / ) ,ft->0

lim р1л(^) -13m p»(£) ^pO ).
A ->0 A-*0

(6 .2)

(6.3)

(6.4)

(6.5)

(6 .6)

(5.7)

(6 .8)

(6.9)

This Theorem 6.1 has been proved in  [7].
Variational problem N 8  hi' Find (fiA, рк) £-ЗГ°х Quo satisfying

f va (iife, v h) -  Ъ (vH, рн) +  c (uA; ttA, 0ft) -  ( / ,  v h), V0A£  X?,
15 («л, /ал) — 0, V/Ал €  Qao.

Variational problem А $А2: Find £  F® satisfying
va(uh> Vb)+c(uh; uh, v h) - ( / ,  0»), V0A£F£.

Define
Bo=={l>ft|0ft €  FJ, 1 0 f t 1 7h(f)}>

Bx~{(vh, /Ай) | (0A, /Ай) £ F® xQfto, 1 V a 1 1 7 a(/)}.

Theorem 5.2. Variational problem NS^s has a uniqw solution in 
following condition holds'.

7  » ( / ) p » ( £ ) < - | - .

(6 .10)

(6.И)

B0) i f  the 

(6 .12)

Proof We propose the following problem: Given u h £  F£, find t0ft£  F° satisfying 
va(wn, 0ft)=  ( / ,  0Л) -e(iift; 11д, 0A), V0A£F ?t. (6.13)

Arguing as in the ease of Theorem 2.1, we see that there exists a unique Wb Satisfying 
(6.13). Let us call F  the map: г1д->^МА= 10А solution of (6.13).

In  order to prove Theorem 6.2, it suffices to prove that P  is a map from B0 into 
itself and a contraction on B0. Arguing as in the case of Theorem 2.6 in [8] for 
drawing the above conclusion, we may come to the above conclusion.

Theorem 5.3. Variational problem 8Nhi has a unique solution in B1} i f  (6.12)
holds.

Both variational problems N Shl and N Sh2 can be characterized by the following
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Theorem 6.4.
Theorem  §.4. Let U% be a solution of variational problem N S^, then there exists 

a unique pnGQno such that (uh, pn) is a solution of variational problem NSm- Conversely, 
let (Ujt, Ph) be a solution of variational problem NSm, then Unis a solution of variational 
problem NSM.

Proof of these theorems is easy. We skip the proof.
Theorem  6.6. Let Г  be sufficiently smooth and f  6  (L2)2. We assume that the 

following inequalities hold:

7.(/)рм(Ю <-j~, P *( /3M f)< - j- -  (6.14)

Lei (U, p) and (uh) pf) be solutions o f (1 .4 )—(1.6) and variational problem NSm. 
Then we have: 1. (U, p) G (H IП H 2) 2x  (Ж1\12). 2 .There exists a constant Csuch that

j] U — Щ 11+ 1  p —pn 1 o\i ̂ Oh |/1| 0. (6.15)
Proof The first part has been proved in [6].
We only give the sketch of the proof of the second part.
(a )  . By Theorem 2.2 there exists a unique (wh, rh) G X Qao (in fact, (wh, rh) 

eVUQno) satisfying
jpa(wh, Vn)-b(vh, rb) ~va(u,Vn)-b(Vn) p), УПпвЛ,
*-b(Wn, fin) =0(==Ь(и, р»й)), V/AftGQfto.

Moreover, we have
| U — W f\  i +  \p ~  Гп 1 a\i^Oh  I /( |o \i.

( b)  . We have
'va(uh- w b) vh) - b ( v h, ph~ r n)=c(u-, u, Vn)-e(Un] uh) О  

-  • vhds 4- p(vh• n) ds, G XI,

: b (u% —10%, [An) — o, V/XftG Qno.
Taking Vn^Un-Wn, we have

|c ( t t;  U, V n ) -c ( U n ;  Щ, *>ft) |

= |c ( U - W b) U, Vh) - o ( V n ’, U, Vn)+c(Un; U - W n ,  Vh)

- c ( U n ;  Vn, Vn) I

Cl I tt — ITft 111И 111 Vft 11+Сй I «Л 111M— 111 «Л11
+pift(/3)|Mft|i|«>fc|i+pSh(0) | ^ | i |m |i .

Using | a | i < l - 7 (j0  (gee [6]), |« ft| i < - |- r » ( / ) ,  (6.14), we obtain

Plft(/3) | Щ | i + p M  IU |! < | -  v.

Taking Vn=Mn—Wn and Using (6.19), (6 .20 ),Lemma 3.1, we obtain

f |Mft-«>ft|i<cm||/llo,
l  |li’ft“ ^ft|o\i^O ,̂ ||/||o>

(6.16)

(6.17)

(6.18)

(6.19)

(6 .20)

(6 .21)
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where О may depends on y ( / )  and ( / ) . From  (6.2) we obtain (6.21),
Theorem  6.6. Under the hypotheses of Theorem 6.6, we have

fi«-Mft(|o<0,A2j|/||o . (6.22)
Proof Arguing as in  the oase of Theorem 3. В in [8], we may obtain (6.22).
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