
Chin. A m . of Math. 
SB (2) 1987

DARBOUX TRANSFORMATIONS ASSOCIATED 
WITH BOITI-TU EIGENVALUE PROBLEM* * * **
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Abstract
To the hierarchy o f nonlinear evolution equations which associate with Boiti-Tu 

eigenvalue problem, an explicit and universal form of Baeklund transformations and 
auniversal proof are presented. It is called Darboux transformation. By this method, to 
ask for a new solution of every system of equations of the hierarchy, it is sufficient to 
solve some linear problems. Here the constraints at the boundary for the potentials (for 
example, at »== ± ° ° )  are removed.

0. Introduction
In [1] Boiti and G. Z. Tu have introduced the following eigenvalue problem:

(Pe — Vtp, U= — fcA,ff3 + WUi+X_1(&SG3 — w a), (0 .1)
where 07 are Pauli matrices

01=
0 1 \
1 or 0*2 —

0
i

1 0\0 - i f
W e call (0 .1) [Boiti-Tu eigenvalue problem. In [2] the auxiliary eigenvalue 

problem have been introduced:

<pt-V < p ,V ~  (0 .2)

From the integrability condition of (0.1) and (0.2), a hierarchy of nonlinear 

evolution equations can be obtained. We call these equations evolution equations 

associated with Boiti-Tu eigenvalue problem.

In this paper, to every system of evolution equations of the hierarchy, we give 

a uniform method to ask for new solutions from a given system of solutions of the 

same system Of equations. We call it Darboux Transformation (D.T. ). D.T. has 

two outstanding merits: (1) It does not need any confined conditions at x — ±00. (2) 

The process does not need to solve any nonlinear problem. It needs to solve some 

linear ordinary differential equations and linear algebric equations only.
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In  part one, we quote some results of [3], introduce the concept of D.T. and 
its merits, and point out that D.T. consists of two parts: one is gauge transforma­
tion and the other is the relations between the old solutions and the new solutions- 
In  part two, by the integrability condition of (0.1) and (0.2):

i U t-V e + U V —VU=Q, (0 .3)
we solve V  from (0.3) for given U. And we .give the general solution V  by 
recursion fomulas, i n  which the integral operation does not appear* So we do not; 
need to assume any confined conditions at \x \ =oo for potentials. In  part three, th© 
methods of getting gauge transformation and the D.T. formulas are given, and the 
properties of gauge transformation are discussed. In  addition; the decomposable and 
permutable properties of IV-degree D.T. are proved. In  part four, we prove that 
the new potentials which is defined by D.T. satisfy the same system of equations as 
the old solutions. We give a new method of the proof. In part five, we discuss the 
relation between D.T. and Backlund transformation (B.T.). We indicate that the 
new potentials defined by D.T. satisfy the B.T. not only in the % part but also in 
the t part. The new potentials are just the solutions of B.T.

No. 2 Li, Y S #  Gu, X. S. DARBOUX TRANSFORMATION WITH BOITI-TU 209

1. Darboux Transformation and its Merits

In  [3] the following problem was discussed

(pa = TJ(p, U= — iXa-з+ woi+ A-1 (iscr3~v<r2) ,
<pt = V(p, F  =  — iXcrz+UGi+ A-1 ( —is<r3+va2) . 

The integrability condition of (1.1) is

Ut—V e+ U V —V U ^O .
Rewrite (1.2) in  its components as follows

S t+ S a "f 4/uv = 0,
^-M « + 4sm=0, -
щ ~ие—4v = 0.\

Consider

( i . j )

(1 .2)

(1.3)

(pe=U<p, U — — iXcrs -f woi+ A-1 (iscr3—5<t2) , 
q>t = V<p, V  =  — «Acr3+wcr1+A_1( —Й£Гз+Ф£Г2), 

where U, V  can be obtained from the expressions of U, V  by replacing u, v, s with 
u, v, i .  The integrability condition of (1.4) is

(1.4)

Ut—V e+ U V —V U ^O . (1.5)
From (1.5) we iknow that u, i ,  I satisfy the nonlinear equation (1.3).

In  [3] suppose Г  is a 1-degree polynomial of A. By solving the following 
differential equations directly
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; 1 T ^ U T - T U , }

T t - V T - r T V , \
the gauge transformation T  from q> to (p is obtained

(1 .6)' i •

(p = Tq>,
' T= K I + acrs + bcra (where Г is an idential matrix).

Suppose q> is a fundamental Solution matrix of (1.1) whose components are 
2=1, 2). Given, a pair of parameters (Xi, hi), a and 6 can be obtained by the 
^following formulas: ■ -

(1.7)

At, fa) =<pu(x, %i) +fa(pi<s(<e, hi),' 
ф*(%, Ai, hi) =9331 (®, ?ч0  +  АарззОя, A i),. 

а —Ai [фх (x, At, hi) +ф !(ж , A*, #1)] /[ф | (&, Al, hi) — ф1(®, Ai, hi) 3, 

h ~  t — 2ъХ±ф± (оо, Ai, hi) фц (%, А*, At) ] /  [ф! (ж, А*, Ъ^ — фЦо), А*, АО ] •. 

And the following formulas are obtained:

(1 .8)

(1.9)

m=25 + m,

- i -  [2%s«& —vb2 + ад2] ,
Ai (1 .10)

s=  — -A -[—2йад&+а&а—sa2].
Ai

In  [3] (1.7) and (1.10) is called Darboux transformation.
From above process we can see that when we do D.T., the only confined 

conditions are Ai=AQ and ф!(ж, Ai, At) — ф1 (x, Ai, hi) Ф0, and there is no need of any 
confined conditions to u, v, s at x — ± 00. In  addition, to ask for new solutions of
(1.3), it is sufficient to solve some linear problems and to do some algebraic 
operations, there is no need for solving any nonlinear problems. These are the 
outstanding merits of D.T.

2. The Nonlinear Evolution Equations (N.E.E.) 
Associated with Boiti-Tu Eigenvalne Problem

Suppose that in  the auxilary eigenvalue problem (0.2) V  has the following 
expansion

2p
7 =  g F 23-A2fc+1+2'+  g F 2J+1A2to-24  SJFA*-2*-1, 

Vsi= 3 —f %(?2, Vai+i— ezj+ic 1 (0< j< h) , 

W  21= asicr в — Сагсг 2 (0 < l< p ) ,

&Sp>l, Wai+i^^bzi^iai ( 0 < K p - l ) .

(2.1)
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I t  is easy to verify that as V  has above expansion, (0.1) and (0.2) ean b© 
compatible. Comparing the coefficients of different powers of X in (0.3), we get the 
following recursive differential equations

e-i= / -2 = d_a — 0, I
1 ■/ay=s/sy—a+ 2ivd3j-2 +  -g-eay-itf (0<у<& +1). 

day® = — iu f2j+ w es}-i (0<j<.h),

бау+i —2&wday + S6a/_i—2”/ay* (0=^j<;&),

(2.2)

6-1 — Й-2 — C—2 — 0,
1sb2i+i= Ьаг- i —2ma2i + caia (0 < г< р ),

vbai+i—ws2i idsits (0 < l< p),

so2i+ 2iva3i—C2i- 2— баг-ia (о < г < р ) .

(2.3)

The evolution equations are
И{==/2й+а — Сзр,

Щ— — S02ft+1 +  S&2p+1, '
Sf= ®взй+1 'Ь'УЬар+i),

(2.4)

where we introduce 6_i =  a-a =  c_a= e -i=  d_2 =  /-a  =  0 for keeping the recursion 
formulas in uniformity, and we introduce fsn+a, b2P+i by (2.2) and (2.3) for 
convenience. When aai, o2i, &a^+i(0<Kp) are all equal to zero, (2.4) is reduced to

IM—fzie+S}
Щ---- S02fc-f-l> f (2.5)
St---- Wa+i*.

W hen d23, e23+i, f 3} are all equal to zero, (2.4) is reduced to

Щ ~ 02p>
Vf — sb aj)+i) 
St —vb^p+i..

(2 .6)

We call (2.5), (2.6) and (2.4) the evolution equations corresponding to positive 
expansion, negative expansion and mixed expansion of X respectively. Equation 
(1.3) is just an equation corresponding to a mixed expansion of X (where #=Q,
г - о ) .

By (2.4), or (2.5), or (2.6), we get
(wa—sa)f—0. (2.7)

That is vs—s2 must be independent of t.
Formula (2.3) here is just the formulas (2 .2)—(2.6) under condition (2.17) 

in  [2]. Formula (2.2) is just (2 .7 )—(2.10) in [2]. Formulas (2.5)—(2.7) are 
(2.11a)—(2.l id )  in  [2].
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We regard (2.2) and (2.3) as a system of recursion differential equations. 
From (2.2) we can solve f 0, d0> eb f 2) da, e3) •••, f M, d2]C) ealc+1> / afc+a step by step. 
We notice that to solve da}, by the second formula of (2.2)

dale — — iufsj+iveas-i,
it  is needed to do integral operation. But we know that — iuda}+iveaj-1  is just a 
derivative of a function of as. So we can directly write d2j by explicit formulas. In  
the following Lemma 1 general expressions of da} are given. Similarly in the 
following Lemma 2, from (2.3), general expressions of a2!, b2t+1, and c2i are given, 
which are some recursion formulas and in  which the integral operation does not 
appear.

L em m a 1. Suppose d0 is not equal to ssero. Then the general integral o f the 
recursion differential equations (2.2) are given by the following recursion formulas: 
e_i = d_a= /_ a =  0,

1/зу==8/з*-а +  2£г1Йа*,_а+-2-%-!* (0<^'<[& + 1),

do = <k>, I

as ^  ^da,dam+a_a,-4--j-/a/ / am+a_a/^ 4 --^ -^ e ay+ieam_a/+i= a am+a 1),

е2Ш =  2mda/+seu-i -  у  (0 < j< k ) ,

(2 .8)

where oo, «am+a(0<TO<ft—1) are integral constants (which are independent o f sc). 
(Proof is omitted.)
L em m a 2. Suppose s2—t2 =£ 0 for every ж, and suppose |«o| +  |c0| ¥=0. Then the 

general integral o f the recursion differential equations (2.3) me given by the following 
recursion formulas

&_ i — «_a — c_a — 0,

al +-^-c\—0o,

sc2{ + 2iva3i = c3{_a -  ~  5аг_1л ( 0 < K p ) ,

a s p ' l l  (0 < ? < p —1), 
i+ i/ j[ \  1 7
2  (a2ma2i+2~2m +  —r- C2mC2i±2~2m ) + —j- “ $2(1+1),m=0 \ vt / v c  m—O

(2.9)

s(bai-i—2iua2i +  у  c2if) — v (uc2i — ia2if) 
b2i+1 ------------------------ sa- v 2----------------------  (0 < K p ) ,

where /32i(0^l<^p) are integral constants (which me independent o f a).
Proof I t is sufficient to verify the second and the third formulas of (2.3). 
By sa—ф2Ф0 and the second and the third equalities of (2.9) we get
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«0 S0o
\ /  sa

Co = • 2ivfio
(2 . 10)

V" V  S2 — fl)2

Since |«о| +  |c01 ^ 0 and sa—i;a=£0, we have $0Ф®- The third formulaof (2.9) at l=V  
and the fourth formula of (2.9) at l + l = i '( K I '< y )  form a system of linear 
algebric equations of azu and cai>. Because the determinant of coefficients is

2a,oS—ivc0= 2y80V  s2—v2 Ф0, 
a2V, c2i /(K l '< |) )  can be solved.

By (2.10) the second and the third formulas of (2.3) are equavalent to the 
following

Ьаг+i -?[* (Ъй1. г - 2ша&1 + у С 2ге ) -  v (uc2i~  ia&f) \ j  ( f - v 2), 

2йоttsiz ~  ■~ СоЬаг-1+ 2iuGQaai —
(2.11)

The first equality of (2.11) is just the last equality of (2.9). Differentiating the 
second and the fourth equalities of (2.9) to x, by induction we can get the second 
equality of (2.11) from (2 .9). That is, every «аг, сзг, b2t+1 from (2.9) satisfies
(2 .11) . Because (бгг(0<!!<р) are arbitrary constants (which are independent of x), 
the fourth formula of (2.9) is just the general integral of the second equation of
(2 .11) . Thus, Lemma 2 is proved.

I t  is easy to get the following corollary from Lemma 1 and Lemma 2.
Corollary. The nonlinear equations (2.4), (2.5) and (2.6) are all purely 

differential equations.
By (2.1), (2.8) and (2.9) the following two lemmas can be proved.
L em m a 3. Suppose that TJ is given by (0.1), V  is given by (2.1) and й0ФО. 

Then-d e tF  is an even polynomial o f X and A-1, and the sum o f all the terms whose 
power is not less than Aas+a is

a§A4fc+a +  2  «2т+2̂ - агй. (2.12)m=0
L em m a 4. Suppose that TJ is given by (0.1), V  is given by (2.1), $a—v2¥=0 

and |c01 +  |«o| #0 . Then —detF” is an even polynomial o f  A and A"1, and the sum o f 
all the terms whose power is not greater than X~2t>~2 is

^2?-4P-2+ §  /Ззг+2АМ . (2.13)
1=0

By Lemma 3 and Lemma 4, we get the following corollary.
Corollary. Suppose (0.3) is valid and V  has the expansion o f (2.1). Then the 

matrixes Vaj, Fy+i(0<j<& ) are determined by a2, a3,- ( K  Jo) and a0, i.e., by oq 
and the Jo coefficients o f Jo higher even-degree terms in the expansion o f —detF . I f  V  does 
not contain any terms o f negative power, the evolution equation (2.5) is just determined 
by these integral constants as,-(0<j<&) (which are independent o f x) . Similarly, all the
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matrixes PF)(0<K2p) in expansion (2.1) o f V  are determined by fil, /32г < p)
and /So, i. e., by fio and p  coefficients o f p  lower even-degree terms in the expansion o f  
— det V . I f  there are negative power terms only in the expansion o f V , then the evolve 
iion equation (2.6) is §ust determined by these integral constants (0 < ?< p ), which 
are not dependent on x. In  general, the evolution equation is determined by a2j (0< y< #) 
and /32l(0< l< p).

In  this part, we have used the idea of [4].

§ 3. N-degree Gauge Transformations and 
iV-degree Darboux Transformations

Comparing with part one, we see that to get an IV-degree gauge transformation 
is equa valent to to get a matrix T (N) such that T im is an IV-degree polynomial of- X 
and T m  satisfies the following equations

Jt(N) _  ̂ rp(N) _  rpwyy^ J •! /

where Z7 is defined by (0.1), V  is defined by (2.1), V  and V  are compatible, i. e., 
U and V  satisfy the equation

Ut-V «  + U V - V U = 0 (3.2)
and the dependent relation from u, v, s to ff, V  is the same as the dependent 
relation from u, v, s to V , V . In  [3], T (1) has been directly solved. But the more 
large Tc, p  and N, the more difficult to solve T (N) by (3.1) directly, The central 
problem of this paper is to solve gauge transformation T m , We explicit that an 
IV-degree gauge transformation depends on 2N  parameters. We give the solvable 
condition of T w  (fundamental hypothesis). And finally the problem to solve T w  is 
turned to some linear problems. For convenience, at first we give the procedure of 
solving T m  as definition, then we go to prove by definition that T m  is really a gauge 
transformation, i.e., we go to prove that the dependent relation from u, v, s to fj, V  
is the same as the dependent relation from u, v, s to JJ, V, and T {N) satisfies (3.1),

1. Definition of IV-degree gauge transformation
Suppose (p is a fundamental m atrix solution of equations:

<Pa553 Up, U =  — iXcrs+ uxxi + A-1 (isa-s—vcrz),
(pt — Vp, V  has the expansion (2.1).

And suppose i) <p(x, t, X) has some analytic property to X as we need afterward; ii) 
p  satisfies

<p(x, t, — X)=cr1p(x, t, X).
Hypothesis (3.4) is admissible because

[cri<p(x, t, -X )2 a=TJ(X)la1p(x, t, -Я )] ,

(3.3)

(3.4)
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"1<Гх<Р («> t, ~  k) ] t =  V  (k) [o-ip {as, t, - 1 )  ] . 
Suppose are Ж constants which satisfy ,

Xj=fcQ ( K t j ^ N ) ,  
kj¥*h K j ,  K N ) ,

fih are constants whioh satisfy

M + W +o.
Let

and

Make equations

4>ifa 0  =
'Ф)(®, t)
4>K®, 0

0i(»f '0- /ФК®> 0

= 99(0?, £, Л*)

=9>(<p, t , - ^ )

2V 1

5TSW>—I
1 0 \ 
0 1 ’

m% тщ 
\ m  m / (±<§<Ю.

т{ЮШ 1 = о, 
а^Ч-Шг-о

(3.5)

(3.6)

(3.7)

This is a system of linear algebraic equations, whioh contains Ш  equations and 4N  
unknown functions Tffiu T c}%, T c$±, Т с̂% ( l < j < ^ ) .  Rewrite it as follows

(Ф1 Ф1 Ьф1 M f  ... \ [ТЩ
Ф1 Ф1 - M ' i -~‘к1ф1--°(--'к1)м~1ф1 ( - а д а д  ] п%

Ф1 ф% кяфЬ ^яф\ "* К-Щг "т
\фя ф%— кхфх — Ьцф1" • • ( — hir) N~^N \ т а

( а д \
c - v m

кхфЬ
Ч -Ajy)*№r'

where ?=1, 2. 5
To solve 27W) from (3.7) or (3.8), we suppose the following fundamental 

hypothesis is valid.
Fundamental hypothesis: Tne coeficient determinant of (3.8) is not equal to

zero.
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Under the fundamental hypothesis Т (Ю can be obtained uniquely from (3.8). 
Because Xj^O, Xi =£ X; ( j  l, 1 K N ) ,  by linear algebra it is easy to prove 

that under the fundamental hypothesis, for any integer and for any
permutation

I1’ 2> *Y
\ia , i a, •••, iii J

•we have

det

/ФХ Ф1 КФХ
Ф1 Ф1 -КФХ

ФХ Ф1 КФ1
Ф1 -КФ1

К Ф 1 -К -Ч 1  : Я гф1
-К Ф 1 (-К У ^ Ф Х  ( - K Y - 'K

Ф0.
КФ Ь-^УФ Х K ~ 4 l  

-КФЪ" (-КУ-Ч1 (~КУ-Щу

(3.9)

When we replace ф, by p$j(pj¥=0) (by (3.4) and (3.5), ^  is replaced by p ^ ) ,  the 
equation (3.8) is invariant. So, under the fundamental hypothesis, the solution 
T m  of (3.8) depends on 2Ж parameters (Л*, hi) Xa, ha; •••; hn) where

O'-l. 2, 9 Ю-
We define Ж-degree gauge transformatitn ^  as a transformation which acts on 

cp as follows

fa; Xa, fa; •••; %N, hN; q>)cp=Tm q), (3.10)

where (Xi, hi; Xa, fa; •••; XN, hfa) expresses systems of parameters, 1-degree gauge 
transformation depends on one system of parameter, (X*, hi), and Ж-degree gauge 
transformation depends on Ж systems of parameters. Т {Ю is called the matrix of 
Ж-degree gauge transformation. By definition it is easy to know by (3.8) that for 
any permutation

/1,2, N\
\ i l , ia> )

the matrix of hi) X2, fa) •••; XN, hu] <p) is equal to the matrix of ^(X j,, fa; fa,
hu; •••; Xijr, his; <p). So the Ж-degree gauge transformation is invariant under any 
change of the order of Ж system of parameters. .

2. Properties and theorem
By the definition of D.T. and the fundamental hypothesis we get the following 

properties, •
P ro p erty  1. The m atrix of 1-degree gauge transformation ^ { fa ,  hi; cp) is

T x(fa, fa; cp) :
Т ф (%1, fa) p) = X l+ 0£r3 + 6cra,
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, = М № Ж  
(<#>?)2-  ■ 

—2Q/Xj(f>i(j)i
\2 >

(3.11)

(#)*-(#)
and we have

a2+5a=Al
det (A—A*) (А *Ь Ai),

Property 2. Suppose T a) is the matrix of &~(Xi, Jcls ф)(i.e., (3.11)). Let
p = T (1)<p.

Then we have

(3.12)

<Pa-
& — — гХо-a "I- mo"i + X_1 (iSO-з — V£Ta)i^

(3.13)

and
u=u+2b,
~ — 2iabs — (a? —b*)v0) = 4 '

~ _  (oa—ba)s+2iabv 
Л?

(8.14)

 ̂ -L
Proof I t  is sufficient to prove the first equality of (3.13) in the ease that <p = 

T w<p, (3.14) and the second equality of (3.13) hold. Consider
D=T™ + TWU-UT«\

Using the expressions of TJ and fj, (3.11), (3.14) and Т (1)(Х1)ф1=0, we get that D 
is independent of X and D<fi± =  0. Similarly, Вфх =0. By hypothesis, det (ф±, фх) Ф 0, 
so D = 0, i.e.,

П 1)+ 27<1)г 7 - № 1)= 0 . (3.15)
Because of det T a) =  (A — Xf) (AH- A*), T (1) is invertible as A# ±A*. If <p has some 
proper analytic property, then letting A-*Ai (or A->—Ai) in (ра;=Т}<р(Хф ±Ai) we get 
that q>a = f f$  is also valid at A=±Ai, that is, for all A, = The property is 
proved.

Definition. (3.11) together with (3.14) is called a 1-degree Darboux 
Transformation.

Comparing with part 1, we see that the 1-degree D.T. here is the same as (1.9) 
and (1.10) in  part 1.

Property 3. If
q>(x, t, A) =^~(Xt, hi, t, A), (3.16)

then
<p(x, t, — A) — -o-i<p(x, t, A), 

£>a—sa=D2—sa.

Proof I t  can be directly verified.

(3.17)
(3.18)
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P ro p e rty  4. Suppose the m atrix of (Xt, #i; Яа, &3; •••; Я/, hs\ <p) is

the m atrix of fa.', Яа, йа; Я,-+1, з̂+г, <p) is

y « +i)==y+iI + g 27a+i)^+i-« ( j + K N )

and the fundamental hypothesis is valid. Then there is a matrix R  which does not 
depend on Я such that > -

Г<М) =  (№+R)T<» 

and K I+ R  is just the matrix of ^~(Я;-+1> Jcj+i; T {3)<p).
Proof By the definition of gauge transformation and the fundamental 

hypothesis, Т ф  and T <i+1) exist and have the expansions of this property. Let

R=T¥+1>-TP,
D —T (i+i:>— (M + R )T “K

I t is obvious that D is a polynomial of Я whose degree is not greater than j —1. Wo 
suppose • !

Using the symbols of (3.5) by the definition of gauge transformation we have

So

That is

Tw<̂  = 0, = 0
3 ^ +адФ»“ 0, T a+1)ipm=Q

D(f>m=0, JDipm=0  ( K r o < j ) ,

i-i
2А Я ^Г1-гфот= 0  ( K w < j ) ,  

!А ( -Я я) ,"1' '^ м - 0

This is a system of 4N  homogeneous linear algebraic equations in  which there are 
4N  unknown variables. By the fundamental hypothesis and (3.9) we get A = 0 (0 <  
K j - 1), i.e., D = 0 . So

T«+1)= (JJ + R )T W.
By the definition of 37W+:l>, T a+1) satisfies

T u+1) (Я,-+1)< Ы =0, Т « + » (-к ш ) фш  - 0 .
So

(Я/+11 4- В) Т а) (Ял-i) ф]+г =  0,
( ~  Я̂ .1 J + i2) T (ij ( —Я̂ +i) = 0.

Thus Я! -f JR is the matrix of «^(Я,Ч1, ^#+1; !T(/V ). In  other hand, ifK I+ R 'is  also the
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matrix of ST(Xj+i, hj+1; T a)p ), then (XI + R!) T* must he the matrix of £T (Xlt Tc±) •••; 
Я/+1 , Joj+1 ; <p). By the uniqueness of the m atrix of gauge transformation we get T a+1) 
^ f iXI+R^T^K  Comparing the coefficients of V we get Rf=T{i+1) — T{}). Remembering 
that we have let R = T¥*X>— T {i:>, we get R!—R. That is, Я1+R  is the unique, matrix 
of , ^ T h j + 1 ; T^<p).

Theorem 1 (decomposition theorem) . Suppose Xj(l <  j < N )  are complex

constants which satisfy Х]фО ( К  j<=N), X фХь (§Ф1, K j ,  K .N ) , we
' V)

complex constants (\fij\ +  \vs\ Ф 0). Suppose p(x, t, X) is the fundamental solution 
matrix o f  (3.3), p satisfies (3.4) and the fundamental hypothesis is valid. Given any 
permutation

П ,  2, - , N \
\ ii> is,, in  / 

let
Рз ~hix, Я$а, ***, Я$,? hijj р)р. (3.19)

Then N-degree gauge transformation can be decomposed as the product o f N  1-degree 
gauge transformations

&~(M, h;X2, h', •••; Ядг, icN-, (p)<p
— (XiN,hiN] <Pn- i) J 0iN.x', <Pn- й)°°'^0чх> hh, P)P° (3.20)

If  we represent the matrix of I?~(Xi, hi; Яа, h2, •••; Яд, hN; p) by T <-N), represent the 
matrix of ^ ( X is, htj; pj-i) by If,-, then (3.20) can be rewritten as foliaws

Г ® » ! * . ! - ! ! .  (3.21)
П addition, the highest power term in  the expansion of T (N) is ЯNI,  and the1 highest 
power term in the expansion of Mj  is equal to XI ( K j < N).  (3.21) says that 
matrix T ilf> can be rewritten as the product of N  1-degree polynomial matrixes of Я.

Summarily. N-degree gauge transformation can be decomposed as the product 
o f N  1 -degree gauge transformations and the decomposition is independent o f the order 
o f systems o f parameters.

Proof By definition
&-(M, hx‘, Яа, Toaj °°°; Яд, Jcn) p) ~ h ' h i  Я(а, hh] •••; Я(да, hiB; p).

Using Property 4 once and again we get (3.20). (3.21) is the matrix’ representation 
of (3.20). Theorem 1 is proved.

Corollary. The determinent o f matrix T {N) o f  N-degree gauge transformation 

is

det Т<ю -  П  (Я-  Xf) (Я + Я,-).
j=i

Note. Suppose that in  the theorem Т (Ю is

TW =X NI  + ^ T f :>ЪГ*
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and

By Property 1 we know that all the matrixes Mj — XI (1< j  <  N ) are independent 
of A, and in  the decomposition on basis (I , oi, cra, cr3) there are only the terms of cra 
and tr3. I t  oan be verified by induction that when j  is even,

тг>-Ш1+Шъ,
and when j  is odd,

г^-адо-а+ада-..
Property 5. Suppose

q>a = TJq>) TJ— — »Х<Т8+МСГ1 +  Я-1(%8(Гз— w 3)
and suppose the matrix of IV-degree gauge transformation hi) •
is

fo; <p)

and

Then we have

and

(p~T(p.

<рф = Т!<р> V  =  — fcAoe+ MG'i+A_1 (&Scr3—Wa) 

M=M-f2»37̂ 2,
г ^  [ ( n y)u )a+  ( n % ) a] a - 2 n yi i n y^

(ТШ’-С то*

(3.22)

(3.23)

v- э т х ъ в -  к т П гУ +  № ) аз ^ . ,  1)N~t 
№ и)*-(m * r K ; *

Proof By use of Theorem 1, IV-degree gauge transformation oan be rewritten 
as the product of N  1-degree gauge transformations. To every one of 1-degree gauge 
transformations using Property 2 once and again, we finally get that g>a—tfcp and fl  
has an expansion of (3.22). In  the expansion of T x+ TU  ~fJT= 0, comparing the 
coefficients of A-1 and XN and using the note of Theorem 1, we oan obtain (3.23).

Definition. (3.23) together with N -degree gauge transfomation is called N -degree
Darboucc Transformation.

Corollary to Theorem 1 and Property 5. IV-degree D.T. depends on N  systems 
of parameters (Ai, hi) A3, ha) Ад, hu)- And it can be decomposed as N  1-degree D. 
T. every one of which corresponds one system of parameters (A,-, hf) respectively. If 
the systems of 2N  parameters are invariant, then the N  1-degree D.T. in the 
decomposition are commutative.

By calculating we get the following property.
Property 6 (superposition theorem). Suppose the matrix of «^(Ai, hi) <p)
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XI+acr&+bcra!
the m atrix of t?~(%2, k2; ф) is

. XI 4~ й,(Хз+6'cr2.
Then the matrix of ^~(Xi} hi, X2) k2; <p) has the decompositions

T ^  =  (XI4-R) (XI+ остз 4~ Ъсгa) =  (XI+ R,s) (XI4- a'<x3 4~ 6'<7a) s
where

^ = 7 F - 6 ) 2+ ( a '- s ) 2 {&Х*'-аУ+(Ъ'-Ъ)(а'Ъ+а'Ъ'-2аЬ')1)<г*

+ (b '(b '-b )a+ (a '-a )(b 'a+ b 'a '-2ba ')l)(r2},

(3.24)

R - [a (a -  a') 2 + (6 -  6') (<*6' +ab -  2a'b) ] or3

If

( 6 - 6 ') 24 - ( « - g') 8
+ [6(6 — 6')24- (a—a,') (ba'+ba— 26'a)]cr2}.

•Y~(fa> Tti) ф)

(v, V, s)
l) fy.} h) fe 9>)

r(X2,h-,q>)

Vi Si) 
>(m, v, s), 

->(m2, v2, s2)

then
M=Mi4-2r2,

SS. 4  W . =* (s3 — Ф3)

Ts
( 6 '-6 )24-(<*'“ «)'

: [6' (6' -  Ъ) 2+ (a! -  a) (Va 4- Vet -  26 a') ], • (3.26)

«V (6 —6') 2 4- (a—a!)
K2- [6 (6 -  6')2 +  (a -  a') (ba'+ ba- 2b'a)],

Xf(svj4-vsi) . a, _ M(sva4-vsa)
i ( u i — u )  (v2—s2) '  ®(m2—m) (v2—s2) ’
Mi — U  M2 — M

2 '  2 ’

m, v, s oan be got from (3.26) directly.

§ 4. The Nonlinear Evolution Equations Satisfied 
by the Potentials after D.T.

In  this part we go to prove that through D.T.
q>=*T̂>(P

^satisfies
<Pt-vq>,

where V  oan be obtained from the expression (2.1) of V  by replacing Vj with 
V h Wi with W h u, v, s with u, v, s. And we go to prove that the dependent relations
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from u, v, s to V  is the same as the relation from u, v, s to F . On the other hand we 
go to prove that T m  satisfies

JTQT) __ pry  ( N ) _ _ q r ( N ) y

which is the second equality of (3.1). Thus D.T. gives a method to ask for a new 
system of solutions u, v, s from a given system of solutions u, v, s of the same system 
of evolution equations. Since iV-degree D.T. can be decomposed as the product of N  
1-degree D.T., to complete above proof, it is sufficient to prove above conclusions 
under 1-degree D.T..

Lemma 5. Suppose that T a) is the matrix o f 1-degree gauge transformation, V  
has the expansion (2.1). Let

(4.1)
Then F  is also a polynomial o f A and A-1 in which the highest power o f  A is A2fc+1 and 
the lowest power o f A is А~2г-1.

Proof By the definition of T a), Т (1л(А1)ф1=0. Differentiating it with respect to 

t we get [TP(Ai) +27(1)(A1) F  (A i)]$i= 0 . Since фг Ф f  ̂  V by virtue of linear algebra

the equality (T^^Ai) +27a)(Ai)F (Ai)) (3T(1)(A1))*==0 can be proved, where (T(1)(Ai))* 
is the companion matrix of T(1)(Aj)). So at A =  Aj,

(y a )+ yd >F) (Т а))* |л=Я1= 0.

I t  is similar to prove that at A= — Aj,
(т?->+т«г)(тыу U=-̂ =0.

So every componant of (T\1}+ T a)V). (Ta)) * has the factor (A—Ai) (A+Ai). Noticing 
(3.12) we know that

( T ^ + T ^ V )  (Z7̂ ) - 1- ( T p + T ^ F )  (T (1))*/det T (1>
is also a polynomial of A and A-1. Comparing the highest and lowest power of A, we 
know that in  the expansion of F , A2fc+1 is the highest power and A-22’"1 is the lowest 
power.

Lemma 6. Suppose T w  is the matrix o f 1-degree gauge transformation, V  hits 
the expansion (2.1), and F  =  (T F + T (1)F ) ( Г ^ ) -1. Then F  has an analogic expansion as 
F . More precisely, we ham

F  -  | j f 2A2fc+1-24  ^ V 2Mxsl(- ss+ A4-22"1,

F =dSjCrs— -^fsjO"a, F2i+i~ "2” o2j+i<r 1 (0

^  = «2(0-3-—- c2icra (0< l< p ) ,  

asp>  1, W 21+1 =  y  а̂г+iCi ( 0 < K p - 1).

(4.2)

Proof By Cl .11
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VT^^TP+T^v.
By Lemma 1, we can suppose that the first equality of (4.2) is valid and we go to 
prove the other equality of (4 .2 ). By (3.11)

T a) == XI+<zcr3 + 6cra.
Substituting the first equality of (4.2) to the equality

Vt^ - tp+t^v
and comparing coefficients of different power, we get

P.-Г., ,
у(осгз-Ь Ьсг2) —F  Л-1+ (всгз+Ьега)1А (0‘̂ j^2& ),

Fafc+i(aa 8+'bar2) + ^ 2p== («0-3+ 6o-2)f +  (йсг3 +  +  TFap, ■
(ясг 3 +  bcr2) =PFj_i+ (oo‘s+ 6 a ,a)lF{ (1 ^ 2 ^ 2 p ),

1F 0 (бСз +  b<r2) =  (acr8 +  Jcr 3) PT0.
By (4.2) and (2.1), (4.3) can be proved by induction. Lemma 6 is proved. 

By the way, from the last equality of (4 .3 ) 'and the following equality

(ao-3+  6сг2) ( а о з + 6cra) =  (а2 +  Ь2) I  h2I

(4.3)

we get
«o= C(«2- 6 2)«o-a6c0]A i, 1
c0 == [ -  4аЬй0 -  («2 -  &2) e0] Ai>

L em m a 7. J /  (3.1) is valid, then
(Ut-Va+ W -V tJ )  T™ = TW (JJt - V X+UV- VU) . ( 4 . 6 )

Proof Direct calculus.
Lemma 8. Under 1-degree gauge transformation, d0 and do is independent o f 

potentials and do—do, S0, c0 depend on u, <v, s and the dependent relation from u, v, s to 
S0, Co is the same as the dependent relation from  u, v, s to Oo, c0.

Proof By the first equality of (4.3) d0= d0 which is independent of potentials. 
By (4.1) and (3.15) we know that as N —1, (3.1) is valid. By (3.2), (4.6) and the 
fact that T a) is inversible when X Ф ±hi, we see that U, V satisfy the following 
equation

U t - V ' + W - W - 0. (4.6)
By (4.2) V  has an analogic expansion as V  does. By (4.6) and by (2.10) of Lemma 
1 and Lemma 2, we have

s/30 ~ _ -2Й>Д)a0
%/ s2—V2

C 0-
s f  s2—5>a

(4.7)

By (3.18)
V* — Sa = va — s2.

~ __ —2 iabs— (a2—ba)v
* й

By (3.14)
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~ _  (aa — ba)s-\~2iabv

By (3.12) , ,
a2-f Ъа—Х\,

Using -these equalities and comparing the right hands of (4.7) and (4.4),, by г>2—sa^Q 
and (2.10) we get

/So A ,. ,
By (4.7) and (2.10), we know that the dependent relation from u, v, s to a0, c0 is 
the same as the dependent relation from u, y, $ to a0, e0. The lemma is proved.

. , Lemma 9. Suppose that T (1) is the matrix o f  1-degree gauge transformation, and 
V  has the expansion (2.1). Let

V =  -\-T(1)V) (2700)
Then in the expansion o / d e tF  the, sum o f the terms whose power is not higher than 
Я-ар-а or whose power is not lower than Xali+a is, equal to the corresponding sum in the 
expansion o f det V . That is

(4.8)as Jc>l, a2j- =  a2j (Т<)<& ), ► 
as £>1, Дзг =  /32г ( l ^ K p )  .

Proof By hypothesis
V T W= T ^ + T ^ V .  (4.9)

Becaiise V  has the expansion (2.1) and 21<1) is a linear polynomial of X, the highest 
power of the expansion of T (1)V  is X2k+3 and the lowest power is A.-22-1. Because 
T® is independent of X, in the expansion of det ( T P + T ayV)  the sum of all terms 
whose power is not less than Xak+S or whose power is not higher than X~ap~a is equal 
to the sum of the corresponding terms of det T (1)V, that is, the sum is equal to

a20X41c+4 +  2  («2j+2- «2Af) X4k+2~2’- SlXlX-4*-*+ S (S21- , - АЛ?)Ха1~4р-а. (4.10)3=о г=l
On the other hand, by Lemma 6, V  has the same form of expansion as V  does. Using 
equation (4.6) and Lemma 1 to Lemma 4 and noticing det T {1>=Xa—X\, we see that, 
in  the expansion of — det(F27(1)), the sum of all terms whose power is not lower than 
Xak+S or whose power it not higher than AT22,~2 is

alX*™ +  S  (Sai+a- « ) A , 4*+2- ^j=o 1=1

(4.11)
Calculating determinants of both sides of (4.9), by above discussion, (4.10) is equal 
to (4.11). Comparing the coefficients of different powers, we get (4.8).

Theorem 2. Under N -degree Da/rboux transformation, the new potentials u, v, s 
satisfy the same evolution equations as u, v, s satisfy.

Proof Because iV-degree D.T. can be decomposed as the product of ,N 1-degree
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D.T., to prove the theorem, it is sufficient to prove it under 1-degree D.T..
By (4.2) we know that the expansion of V  can be obtained from the expansion 

of V  by replacing a3i, b̂ i+i, c2j, d3j, 02j-+i> fas with я2;, 52;+i , csi> da,-, f  2j. By
(3.13) we know that the expression of f j  can be obtained from the expansion of U 
by replacing u, v, s with u, v, s. Using equation (4.6), Lemma 1 and Lemma 2, we 
see that the recursion formulas from u, v, s to am> $аг+1, Cai> d3}-f e3j+1) are the 
same as the recursion formulas from u, v, s to a2h 62г+1, c3i, d3j) ea#+i, fsi- Because in 
the recursion formulas (2.8) and (2.9) there is not any integral operation. To prove 
the dependent relation from u, v, s to a2h Ъзг+a, c$i, d<y, % +1, J sj is the same as the 
dependent relation from u, v, s to a2i, b2i+1, o2h d2,-, e2j+i, fy ,  it is sufficient to prove 
that the corresponding integral constants by which the dependent relation can be 
uniquely determined are equal to each other resreotively. These have been proved 
in Lemma 8 and Lemma 9. Thus we assert tnat the dependent relation from u, v, 5 
to V, f j  is just the same as the dependent relation from u, v, s to V, £7. So u, v, s 
satisfy the same evolution equations as u, v, s does. Theorem 2 is proved.

§ 5. The Relation of D.T. and B.T.

In  [2], the Backlund gauge is obtained from (3.1). We have proved adove 
that the m atrix of D.T. satisfies (3 .1). So the old and new potentials also satisfy 
the B.T. formulas. That is, giving a system of solutions u, v, s, the new potentials 

u, v and s are just a system of solutions of B.T. equations (in general, they are 
some nonlinear equations). Analysing above solving proceeding we notice that in 
our case only it is necessary to solve some linear equations, that is, to solve 
equation

d(f) =  U<f> d o c + V  ф d t

and to solve the linear algebraic equations (3.8). And by (3.23) we can get the 
new potentials directly. Summarily, when using D.T. to ask for new solutions, it 
is sufficient to solve some linear problems. This is our motive to discuss the D.T..
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