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plioitly found. In  the fifth section a geometric oharaoterization of the J'-xninimas: 
estimator is proved. This result shows th a t the /"-m inim ax estimator oan often be 
determined by solving a sy^bem of nonlinear equations. The sixth section shows 
th a t the P -m in im ax  estimator oan *be calculated by minimizing a quadratic form 
on a compact and convex subset of if the loss function, the ooyarianoe m atrix  
of the normal distributions, and the subset i 1 of prior satisfy a certain condition. 
Examples are presented a t  the end of the paper where the  J^-minimax estimator is 
explicitly found.

§ 2, Notation and Preliminary Results
The mean yeotor of a m ultivariate mormal distribution w ith known,

symmetric, and positive definite opyarianoo m atrix  2  is to be estimated under 
arb itrary  squared error loss

S^dj (l)  —  ( 0  —  ( t ) TR(^0~^Cb)y 9j  ⑴

where R  denotes a symmetric and positive definite m atrix.
Let II  be the set of a ll priors, i. ©. Borel probability measures on Rp, for whioh

m(uc) [$iuv(dd)^\ G 
\ J  / K i< p

■ fclie vector of first moments, and

■fell© symmetric and positive semi-definite m atrix of second momen-fcs, exist. Lei； <  

denote the  partia l ordering on the set of symmetric Xjp-matrioes defined by A ^ B
i f  B —A  is positive semi-definite.

In  th e  sequel convex subsets of priors of the form
r ^ { u v e n \m ( u v ) £ V y

are considered, where the olosed and convex set F  ci positive definite
m atrix  M  are fixed. In  the whole paper the same results are obtained if subsets

r ^ { m ；£ n \m ( u v ) e v ,
instead of r  are considered. P u t

and 门風 if. The following lemma shows thaii is an ellipsoid.
L em m a 1. The set B u satisfies

E m =  G R2* | 1}.
In  particular E m is compact and comex.

P roof A simple oaloulation shows
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where I  denotes the ideniiity m atrix . Henoe M —w m 7 is positive semi-definite if 
and only if  l  — since ilf is symmelirio and positive definite.

By the  Sohwarz inequality uc^： r  implies m (or) G Sjm and therefore m(uc) G F ^  
Hence

r ^ { 〇v ^ n \ m ( 〇v ) e v M, ⑶

I f  m G Fjf then  the normal d istribu tion  (m, M —mmT) is a prior in  r .  This 
implies th a t  J 1 ̂ 0  if  and only if  V u is0< In  particular Lemma 1 shows that the 
set F m is oompaot and  convex. *

Let A be the set of a ll (non-randomized) estimators, i. e. Borel measurable 
ftmotions 8; R^—>RP. The Bayes risk of an  estimator d ^：A w ith respect to a prior 
<wQII is defined by

t Qjv, 8)uv(d0)y
where R (*} 8) denotes the risk funotion of d given by

1

(?)

R (ey 8 )= - (0 —S〇c))⑶ (0 —S(o〇)V  (2uv) Met J Rp
—i(«— 0) j  a r~ tya /yi、2 dx, OQ W m (4)

An ©stimaiior w ith
sup t (w, 8w) ==inf sup r(uvj 8)oirei1 56̂1 5T6Z1

is called P -m in im ax  estimator, i. ©. a P-m inim ax estimator minimizes the
- imaxim um  Bayes risk w ith respect to th e  elements of J*.

§3. A Class of Bayes Estimators with 
Respect to Normal Priors

In  the  sequel th e  normal priors

are considered where I t  is well known (see e. g. [1], Example 4.9 and p.
162, and  [7], Theorem 2 .2 .7  and Remark 2 .2 .2) th a t under squared error loss (1) 
the  linear estimator G 1̂ w ith

=  ( I — 2(S+ M — 2 (S+ M
is th e  unique Bayes estimator w ith  respect to 〇vM (except a set of Lebesgne measure 
zero). The Sherman-Morrison formula (see e. g. [5], 2.3.11)






















