
GMn： Ann, of Math。

m ：l(l992),a〇™85P …

'. . . . . . .  .. ■ . . .

. . .  .

THE MINIMAX DIRECTION FOR THE DIRECT 
PRODUCT OF A CONVEX CONE WITH ITS

APPLICATION TO TESTIiMG PROBLEMS-^ ■
• ...-

* ■ . . . . . .

Sh i  N ingzhongK 史 宁 中 〉 # .「

Abstract

Let 0  be a closed convex cone in  Ek and let Gp be the p^-th direct product of G. This 
paper gives some results o f tlie minimax direction with, respect to Gp and an inner 

product based on F ® A ,  where P  is a hy.h  diagonal m atrix with positive diagonal 
elements^ -4 is a pX p positive definite matrix and r ® A  is the Kroneoker product of P  
and A . I t  is also shown that the results may be applied to test the homogeneity of k  
normal mean vectors where the mean vectors are restricted by a givea partial order*

§ 1. Introduction

Let O "be a convex cone in  i2fc and let Gp bo the p~ih dii*eot product of O. In  
Rplc, a vector is denoted by a p x h  m atrix  (%, •••>%), Say, aud a a  in n e r 
product and a norm are defined respectively by

~ 7s _________
r®At

, «̂1

where r  iB & h x h  diagonal m atrix w ith positive diagonal elements ri, •••, Tjcf A  is 
B, p x p  positive definite m atrix  and r ® A  is the Kroueokei* product of / 1 and A.

A p x  而 m atrix £?〇 is said to *be of th© minimax diteotion with respaot to (w ri) 
(Opy jT®-4) if  i t  satisfies

in f  &)= sup in f Ar®A(^ b)f (1)
b^CP be〇P

where

ArUa, 6) ^ i & ! f c r
for non-zero vectors a and 6. The m inim ax direction Is said to be unique if  there 
is another m atrix «〇〇 satisfying (1) whioh implies Ar®A(a〇  ̂ «〇〇) = ! .

W hen 3̂==1, some properties of tlie m inim ax direotioa were given in  [7] and 
its applications can be found in  [6] , [2], [7] and [4]* This paper considers the
general oaiSe, A main theorem is given in  section 2 and its applications to statistical 
testing problems are discussed in  seotion 3. * **
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§ 2. Main Result
. . . .

According to and Z?==l, we also define inner products and other related

terminologies for T  a n d 'A similarly as in Section 1 . .
_ * 

T h e o r e m  1. Assume that O is closed. I f  there exists a Jc-dimensionol motor 0

2uch that Ar(o, ^)> 0  fo r  all g^：0 , then the mimmax direotim wrt (Op, T ^ A )
uniquely exists. Let a and ^  be o f m in im m  direetiom w t  (Q, A ) and (〇 , T )
respectively} where Q is the positive orthant m  R p\ Then a〇^ a ^  is o f  the m im m m
Mreotion wrt ((P，JT⑧ A) • 1•’

In order to prove the above theorem, we need isorn© lemmas.

Let D  be a polyhedral convex cone in Then J) can be denoted as
■ ¢2〒入也十… + 入 饼 ¢ =  1，… ，w } ’

for some d̂ s,. 1. ©., J) is the smallest convex cone oontaining cZi, --, <Zm, and the!
are said to "be edge vectors of D.

For a given sXs poisitiy© definite matrix 2, we define (, , .)̂  and ,*ds similarly 

as in Section 1. Since 4s(dy h) m a y  be considered as the cosine of the angle between 
d and h to R s wrt the inner product (. , .) s , it is not difficult to show th^t a 

vector d〇 is of xninimax direction wrt (J5, 2 ) if and^only if-it satisfies
min di) =  sup? m i n  As (d, d{). ’ (2)

d€ii8
P r o m  discussions of seotioa 8 In [1], we can. prove the following lemma.

L e m m a  1. I f  there is a motor h suoh that (Z<)>〇； ^==1, •••, m, then the 
m m im m  direetim w t i p ,  S )  uniquely exists. A  veotor d〇 is o f the minimax directicm 
i f  and only i f  there exists a subset M f o f M = { ly m} moh that

Ki>0 and for - ..................
As (d〇, di) =  mi n  J 3(d〇, d i) / '

.,1<4 今m ,
• • • ,- . . . . ,

I f  1) is a closed and convex cone, ,ih&r& exists an increasing seqv^nee .{!)„} o f
polyhedral convex cones, eonDergent to D with J)nd P  for all n.

L e m m a  2. Assume ihai there is a motor h sueh that As (h, d )> 0 for all d £ D ,
Let be o f  minimaco Mreation tvH (Dn, 2 ) . Then the lim it $  o f {̂ 8„} exists and ^  is
o f  <minimaoa dweetion-vjrt^,

Proof Without loss of generality, we assume that norms of are all ,one. 

Siaoe the surface of unit ball is oompaet, for any subsequence' of there is a

sub-subsequerioe 〇 «} and a yeotor /3 suoh that as #-»〇〇. Note that, by L e m m a

1, and hence y8f6 D  and

Let/#(»)== mi n  As (x, ¢2) a n d /(«) =  min. As (<ot d). The olosedness of Dt implies
dSDt , . .  <*€jD.

that the intersection of Dt and the jsux*faee of unit ball is oompaot and hence /#(»)
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is oontinuous. S im ilarly , f ( x )  is also a continuous function. As {Dt} converges to- 

A  /(^) as i -> 〇〇 for any x Q R s and { f t} is a uniform ly convergent-

sequence on D.

If ^  is hot of m inim ax direction wrt (D, S ) 7 there is a vector ^  satisfying 

/ (^ #)> /(^ )*  Let 5= / ( ^ ) Si nc e/3 6̂ a n d ^ S D  there is large enough i  
such that

and / ( ^ ) - / t(i8t) > - | .

Then we have '

and this is contrary to the definition of

To complete the proof, w© need to show the uniqueness of the m inim ax direotion. 

w rt (D, 2 ). In  the faot, i f  j8i and y32 both are of m iaim ax dix*eotion w rt (D, 2 ) 
aud 8̂2) < 1 ,  i. eM j8i and jS2 ai'Q not on the same half-line, the oonditiort

implies/(^8i) =/()82) > 0 . Let w ith Xi>0 . By the inequation

I 办 IU<〜i| 則 U + X 2II0 2IU，
we have/(jS) >/(^81). This is contrary to the definition of ^

Proof o f Theorem 1 A t first， we prove the case that (7 is a polyhedral oonyex 

cone. Let the edge vectors of 0  b© 5̂ 1, •••, gm. Note that tha positive orthant Q is a 

polyhedral convex ooiie in  BP and haa p  edge yeotors qlf *•**, qpj say, where. is the 

vector whose i - ih  element is one and a ll others are zero. It is easy to oheok that a  

p x h  matrix e is an edge vector of Op i f  and only i f  exactly one row vector of 0 is an 

©dge veotar of 0  and a ll otiiersf are ^-dimerxsional zero vecitors. Thus hag p x m  
edge vectors. Denote them by 6̂ = 1 , p  and p= l,  m, then which may be 

expressed by

— P) TO.

Since os is of m inim ax direction wrt(Q, Z ) ;  ftrom Lemma 1 ， there is a subset- 

P 7 of P = { l y •••, p} such that 01 = 5  ^qi  w ith X,*>0 for Similai*ly, there is  a

subset M f of {1 , m} and /3 = 2  7r;̂ * with t?^>0 for Then

461-̂ jGMf

where 入％>'0. As Q is the positive orfcliaiit，4 a(a，穿i) > 0  for The oonditicms

im ply dr gs) > 〇  f〇i" Then we have-

」r® ii(®o，.0y) = 」r (a，办) 4 a(泠，仍）

==min Ar (a, sfM) min gv)1<H<P l<p<m
= m ia Ar (〇i, gv)M  ——

» m i n  4 t«sm〇®o,泠叫)



for and In which the second equatioii follows L e m m a  1, and, by

L e m m a  1  also, a〇 is of zainlmax direction wrt(0^, r ® A )^
N o w  let O  be a closed and convex oon© and let {〇„} be an increasing set[uenoe 

of polyhedral convex oones, convergent to 0  with Ond O  for all n. Then {Ofi} is an 
increasing sequence and converges to 6 P. Let ̂  and *be of minimax direotions , 

wrt (<?竹，jT) and (0, jT) respectively. Then a成  is of raiaimax direotion wrt 

(〇 l r jT(g)il)f Eollowing L e m m a  2, we see that «〇= 〇ŝ8/ is of minimax direction wrt

(〇 ^y r ® A ) ..
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§3. Applications
• .

Let X ;-= •••, be tha moan of a jsamplQ with size from a j>-yariant

normal population N fi(9^ A ) y Jo, where A  is known. W e  consider testing

the homogeneity of the normal means H 〇: 0i=*** —0¾ against ~ H 〇y where Hx
denotes the hypothesis that the normal means are restricted by a partial order.

At first, we consider that for an umbrella order, that is,

S x l〇x ^ u** ***^^ky (3〉

where h is known and 9^<：0V means that all the elements of ^  are non- 

negative. If the ordering is said to be gimplo, tlxe likelihood ratio (LR) test 

was desoi*ibed by Barlow et al. (1972) for and generalized by Sasabtiohi et aL 

(1983) to ̂ ?>2. But, in the ease ^?>27 they only gave an iterative algorithm 

computing the m a x i m u m  likelihood estimate and we need simulation to obtain the 

upper a point (of. Nomakuohi and Shi, 1988). W h e n  h ^ { L f the L R  test was

considered by Shi (1988) for j)=l and it is very difl&oult to generalize - his results

to JP>2 .
In this section, by using results of Section 2, w© will give a simple test istatistio 

which was said to be the optimal contrast test by Robertson ©t al. ,(1988) and the 

most stringent somewhere most powerful test by Schaafema and Smid (1966).

A  contrast test, corresponding to a vector a, would reject jET〇 .fox* large values of

where ̂  =  ( X ly r  To diagonal matrix with diagonal elements l / n t f
«“，1/¾ and 窃= (%，•”，咖）〜with 23 is said to *be the contrast coefficient. A n

i
optimal contrast test is, chosen an optimal contrast coefficient a〇y say, to maximizo 
its m i n i m u m  power oyer all aG - J?〇. J @t

2 j 抑办===〇}•

Following the discussions in. Chapter 4 of [4], w© can prove that U〇〇 is an optimal



'Contrast test if and only i f  a0 is of m inimax direotion T ® A )(.
It is olear that the convex oone O satisfies the oonditionsi of Tlieoreia 1 and r wo 

meei to derive « and the minimax direotions wrt (Q, -4) (O y J1),
respedtiyely. ,.

人！R e m a r k。 Let S =  (Si, —j 8py ,  whe^e S{ is tfa.8 square root of the diagonal 

elemmt of For a n u m b e i * w e  partition S into two parts: S=? (8'⑴, 

各如)'，Where ⑴ consists the first y  oomponents of and partition the matrix d  

correspondingly：

、 a ( ^ 11 ^ 12 \
\ a 21 a J '

卫rom L e m m a  1，there is a subset of P' of P, without loss of generality，•？’=* {1，

^}, such that

(A ll — -̂ -12̂ 22-̂ 21)3(1) > 〇, (5)

-̂ 221 ̂-218(1) +  S(2) ̂  〇> (6)

教nd tKe minimax dtreotion wrt (Q，yl) is

^ ( ‘ o y ，

whe:e 0 is the jp—y  dimensional zero vector and

If A 8> 0y condition (6) is yaouous and a ^ A d . Foi* details see [8],
N o w  we derive ̂ 8, the minimax dire3tion wrt ( 0 } J7). The convex cone 0  has 

^ - 1  edge vectors gi=(gn7 **•, ¢==1, — in whioh giiy jf=i, •••, ht are
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given as follows： 

when i< h y ^ = - i / s i for j < i ,

= V  (Sfc-Si) for j > i ]

•when i >  ft, gff/=  1/si for
==—l/(Sfc -  Si) for j > i ,

•witWe Si=7ii+…+ 物.If ̂ 3== 〇Si，…，成)’ can be writteii as a linear combination of 

ihe edge vectors of the fox*m

^vith Xi>0, ¢=1, •••, ^-1, and satisfies

2  机—S  抑必細==.” = 泰 w (7)
i i j

then, by L @ m m a  1, the veotor j3 is of the minimax dii-eotion wrt (O, JT). W e  isolve 

the above equation and obtain the following

Lemma 3. The elementa of th$ mini-max direoii-m y8 are
{ V  s,*_i(sfc—s；--i) - Vs/(s*~s；-)}/%, 3< h}

= { V  办-1(办—知-i) + \ / s A (Sfc -■ Sfc) } / % ， j ^ h y
....... • • • . ■

= { V Sj(s]c -  Sj) -  V  s^-i(Sfc -  s ^ _ i ) } / j > h .
, _ ， ' '

Letting %  == a^ 7, we see that th.e optimal oontrast test rejects J?〇 for large
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values of

Uâ ( a 〇, (8)

Theore m  %. * The optimal oonirast test for iesting H 〇 agcuinsi the umbrella order
(3) is o f the form (8), where a is o f m inimax dweeiion wrt'(Qy A ) given in  Bemarh 
and yS is o f  m m im ax direotion wrt (O, T )  given in Lemma 3. Under H〇, the test 
normally distributed with mean zeroMnd mrianoe

Another useful partial ordering is the simple tree order

丑 j  =  2 ，… ， (9> 
W h e n p ^ t f the L R  test for testing jff〇 against J?i—J5T〇 was studied by Barlow et 

al. (1972) and Robertson et al. (1988) and it is also difficult to generalize the 

results for p>2. We, now, derive the optimal contrast test foav this testing problem^ 

Let <7={〇G   ̂=  •••, h, 2  ^  is a °l〇sê  an<  ̂ oonvex

coil© having edge vectors

( 1 1 J c - l 1 1 \
^  =  1   ，…，---—，— ：— ，一---，…，----— )y

foi* ¢=1, •••, ̂ -1. Because of symmetry, it is easy to oheok that vector

泠= (- 去 ，I■，…，I ) ， (10>

where s =  W(2+ . "，+ % ，satijsfies equation (7) and henoe j8 is of the m inimax 

direction wrt (C?, jT).

T h e o r e m  3. The optimal oonfrast test for testing H 〇 against the simple order 
(9) is o f  the form (8), where a is .given m  Bemarh m d  ^  is given in (10). Under £?〇„ 
the test is normally distributed with mean zero cmd variance
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