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STRIATED SOLUTIONS OF QUASILINEAR 
HYPERBOLIC TWO SPEED SYSTEMS**

Yu Y u en ia n * * * **

Abstract
It is proved that solutions of quasilinear hyperbolic 2x2  systems in general space dimension 

are striated if they are so at the initial time or in the past. Results about the propagation of 
singularities along characteristic curves for both striated and stratified solutions are given.

§1. Introduction
Striated solutions of semilinear systems were studied in [1]. Roughly speaking, striated 

solutions are those smooth except for two directions in space-time variables. They are 
characterized by iterated regularity with respect to a foliation of codimension two. The aim 
of this paper is to extend the result of [1] to quasilinear case. The difficulty for quasilinear 
problems comes from the situation tha t the characteristic surfaces depend on the solutions; 
consequently, the smoothness of the foliation is not known a priori.

П
Suppose L =  Y  Ai(x i u)dXi is a strictly hyperbolic (with respect to the time variable ж0 )

i=0
2 x 2 operator, where Ао(ж, и) , . . . ,  An(x, и) are 2 x 2 matrix-valued C°° functions. Consider 
the following Cauchy problem

П
^2A i{x,u )dXiu = f(x ,u ), (1.1)
i=0

wUo=o = 9i (1-2)
where f ( x ,u ) is a vector-valued C°° function. It is well known that locally there is a unique 
classical solution of (1.1) and (1.2) if g € H s with s > f +  1 (see [2]). Let и = *(щ(х),и2(х)) 
be such a C1 solution and be a domain of determinacy of w = Г2п{жо =  0}. Suppose Ф is a
C°° foliation of codimension one on и) C R n (its foliages are C°° hypersurfaces in a»). There 
are locally two families of characteristic surfaces through the foliages of Ф, corresponding to 
the two characteristics of L. Assume is suitably small in the a?o direction, so that these 
two families form a C1 foliation, which will be denoted by Ф, of codimension two on П. 
In general, the regularity of Ф depends on that of the solution u. This fact is reflected in 
the careful inductive definition in Section 2 below of the distribution spaces to describe the 
striated solutions. Those spaces Hr’k(Q, Ф), Н1’к(0,, Ф), etc. are defined through Ф and they
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will be senseless without the intertwining regularity of Ф. In the terminology of the next 
section, the main result of this paper is

Theorem  1.1. Suppose s > ^  +  5,g £ Hs’k(w, Ф), and и £ H S(U) is a solution of 
the Cauchy problem (1.1) and (1.2). Then Н8~1,к(£1,Ф) makes sense and u £  Hs,k(Cl, Ф).

Similar to the Cauchy problem, it can be shown that a solution striated in the past 
remains so in the future. To state it precisely, assume и € Hs(£l) is a solution of (1.1),

is a domain of determinacy of Q~ = П {жо < 0}, Ф is a foliation of codimension two 
on fl whose foliages have the representations {x £ fl : ф\{х) =  ci, </>2(ж) = c2}, where 
{фг(х) =  constant} are characteristic.

Theorem  1.2. I f H3~1,k(fl~ ,Ф) makes sense and

: « |п,  е я “ ‘ (п -,Ф ), Фг\п- е я ^ ( г , Ф ) ,  .

then 7Ys - 1,fc(0, Ф) makes sense and и £ H s,k(u>, Ф).
Theorem 1.1 will be proved in Section 3 after the relevant distribution spaces are explained 

in the next section. Result similar to Theorem 1.2 still holds if Ф is replaced by a foliation 
of codimension one, and such solutions are called stratified solutions^!. The proof of these 
things is somehow the same as tha t of Theorem 1.1, so it will not be given in this paper 
apart from some brief notes in Section 3. In Section 4, it is proved that the singularities of 
the striated solutions propagate along characteristic curves, which is not the case for general 
solutions in higher Space dimension.

Although the results in this paper are formulated and proved for 2 x 2  systems, they can 
be readily extended to more general two speed quasilinear equations (as in [1]).

§2. The Distribution Spaces
The spaces of distributions describing the striated solutions for semilinear problems (see 

[1]) are analogies of the spaces of conormal distributions introduced in [4], while the spaces 
to be used in this paper are analogies of the spaces of conormal distributions for quasilinear 
problems (see [5,6]).

Suppose © is a C1 foliation of codimension d on M  C Rm. Locally the foliages have the 
representations {z £ M  : $i(z) =  Ci,i =  1 , . . .  ,d}, where are C°° functions and their 
Jacobian is of the rank d. A vector field V  is called tangent (or parallel) to the foliation 
© if and only if =  0, . . .  ,V9d =  0. Clearly it is independent of the choice of the 
representation functions 0i, . .. , 6̂ . Assume В  C V'{M) is an algebra closed under C°° 
composition, and if there is a representation such that 0 i , . . .  ,0^ £ В  (resp. dQ\ , . . .  , два £ 
В), then we say 0  £ В (resp. д@ £ B) by an abuse of notations.

If д@ £ B, then there exist vector fields Vd+i, . .. , Vm with coefficients in B, satisfying 
the following property: ;

Any vector field V  tangent to 0  and with coefficients

m  ( 2 1 ) in В can be written as V  =  ^  ajVj, where a,j £ B. '  ' '
j=d+ 1 

m
In fact, we can choose Vj =  bjidzn where {(6д , . . .  ,bjm) : j  = d + 1 , . . .  ,m} is a basic
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set of the solutions of the linear algebraic system =  0, г =  1, . . .  , d.

D efinition 2.1. Assume 9© € H s~1(M),s > Щ +  2. For 0 < r < s -  1 , define 
Hr,0(M,©) =  H r(M). I f for integer к > 1, Hr,k~l {M,Q), 0 < r  < s — 1, have been 
defined and d© € Hs~1,k~1(M, 0 )  (otherwise Hr,k(M,@), etc. may have no sense), then 
define inductively

n r’k(M, &) =  { v €  Hr'k~x(M, 0 )  : Vv e Hr,k~1(M,@) for any vector 
field V tangent to 0  and with 7ds_1,fc_1 coefficients },0 < r < s — 1.

Once Hr,k make sense, define for any t > 0
#i,fc(M )0 ) =  {v e  Я * (м ) : 8av for any |a | < ц},

where p is a non-negative integer such that t — fi < s — 1.
Similar to the spaces 'Hr’k(M,V),Ht’k(M,V) defined in [6] for a (7°° module V of vector 

fields, Hr,k(M,©) or Ht,k(M, 0 )  defined here will not always have sense with respect to k. 
To make sure that the definition is well established, we show

Lem m a 2.1. Assume 9© € 7fs~1,k~1(M, 0 ), s > у  +  2. Then there are vector fields 
Vd+i,. . .  , Vm, tangent to 0  and with TCs~1,k~1(M,©) coefficients, satisfying the prop­
erty (2.1) where В = Hs~1,k~1(M, 0 ) . I f  V is the C°°(M)-module generated by any set 
{Vd+i,... ,Vm} as above, then

Hr'\M ,0 )  =? Hr;l(M,V), 0 < r < s -  1,0 < l < k] (2.2)

consequently Ht,l(M,©) =  Ht,l(M ,V),t > 0, 0 < l < k .
Proof. The conclusion is proved by induction on k, so without loss of generality, we can 

assume 0 ) =  V), 0 < r < s -  1,0 < / < к - 1 , where V is a C'°°(M)-module
generated by any set of vector fields tangent to 0  and with coefficients in Hs~1,k~2, having 
the property (2.1) where В — Tts~1,k~2. By Lemma 2.3 of [6] we know that is an
algebra, so in view of the condition of the lemma and the discussion before Definition 2.1, 
we do have such Vd+1, . . .  , Vm as stated in the lemma. The conclusion that (2.2) holds for 
C 00-module V generated by any of such set {Vd+i,. . .  , Vm} follows from Definition 2.1 and 
the definition of V) in [6] together with the algebraic properties ([6, Lemma 2.2]).

We content ourself with the main point of the inductive argument, the full induction can 
easily be completed.

Thus we have ordinary properties for Hr,k{M, 0 ) inherited from Hr,k(M, V) in [6]. They 
will not be repeated here.

If {0i(z) , . . .  ,9d(z)} is a set of representation functions of 0 , we can add C°° functions 
9 d + i ( z ) , , 6m(z) to them so that the mapping

X:z  в = (6i(z),... ,9m(z)) (2.3)

is locally a diffeomorphism. Let M  =  %(M) and 0  be the induced foliation from 0 , i.e., 0  
is the foliation on M  whose foliages are {9 G M  : 9\ = c \ , . .. ,9d =  Cd} in new coordinates 
9 \ , . . . ,9m, so 0  is a C°° foliation. It is clear that Hr,k(M ,0 ) makes sense for any r > 
0 , k > 0 ,  and in fact

Hr’k(M, 0 )  =  H r’k(M, 0 )  =  {v E H r(M): 

a;3" ;  • ■ ■ g f c v e н тШ ) for , V i +  ■■■+/)»<<'}
(2.4)
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which are the spaces in [1] for semilinear problems.
Lem m a 2.2. I fH s~1,k(M ,@) makes sense, i.e.,

д в  e На- х'к~х(М,Ъ) or 0  g Hs’k~x{M,e) 

with s > у  +  2, then the diffeomorphism defined by (2.3) is in Ha,k~1(M, 0 )  and 

Hr’l(M ,@) =  X*{Hs'k~x(M,Q)),0 < r < s — 1,0 < l < k, 

where x* • v —> v ° x-
We omit the proof, which is similar to tha t of [6, Lemma 3.4].

§3. Proof of The Main Theorem
We proceed to prove Theorem 1.1. Since it is local in character, we can assume without 

loss of generality that the foliages of Ф are given by {x\ =  const}. Let
П

p(x,u,£) =  d e t(]T  Ai(x,u)^i)
i=0

and Xj(x,u,^'),j  =  1 , 2, denote the two characteristic roots in £o of p(x,u,£) — 0, where 
=  (£i ,. . .  , £„)• The strict hyperbolicity of L implies Ai Ф A? when £' Ф 0, and Xj are C°° 

functions of their arguments for ф 0.
Consider the following first order characteristic equation

р(х,и(х),дфэ) =  0 (3.1)

with data

Ф]\хо=0 = x l i  ЭхоФй\хо =  ® i 0 ( x  )i 1) 0) • • • )0), (3.2)

for j  =  1,2. Noting tha t фу exist by the assumption on the solution « of (1.1), and that 
u(-) e Hs, we are ready to see that фу e H s(fi). Obviously the foliages of the foliation Ф 
on are {ж 6 О : ф\{х) =  c i ,ф2(х) =  c2}, so Ф G Я в(Г2).

Let «М  =  {даи : |а | < р} where р is an integer. Differentiating (1.1) and performing 
the coordinate change x  : ж —> ж defined by

we will have

where

ф1( х ) - ф 2(х) _ ф1(х) + ф2(х)
x0 »®i = -,xi = xi,2 < l < n ,

L
Ы +  Л.Ы —  J~, Ы\х0=о —  Gi

L = - 1  0
0 1

n

1=2

(3.3)

(3.4)

(3,5)

W =  S « ( 3) o x ' 1, (3.6)

and matrix-valued ~Ai are C°° functions of ф^р ° X~l ->u ° X-1 , A  is a C°° function of 
фР 0 о x _1, В is a C°° function of ф ^  о x -1 ,it ° x~Xi vector-valued T  is a C°°
function of x -1 , ^ 2) ° x _1) G is a C°° function of х ',д ^ (х г), where x' = (ж1;. . .  ,жп).
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Theorem 1.1 will be proved if we show that under the hypothesis of the theorem, 
Ha~1,k(fl, Ф) makes sense and

(3.7)k

Obviously (3.7)o holds. We are going to show (3.7)k assuming (3.7)k-i- The inductive 
assumption (3.7)k-i implies Hs~1,k(fl, Ф) makes sense and % defined by (3.3) belongs to 

Ф). Therefore x~ r £ f f s,fc-1(fl, Ф) in view of Lemma 2.2, where Q, =  x(fi) and 
the foliages of Ф are {ж € : жо xi = ci, xo + xi =  c2}. Using again Lemma 2.2, we see
that

Ah B e  н 3- 1̂ - 1̂ , Ф), Л , ^ е  Я 8- 2'ы (П,Ф), 

й  e н а- 3’к- г(п,Ф), % 0=o e н а~3’к(й,Щ
(3.8)

(Note that u> = си, Ф =  Ф). Using the expression of

н г’к(й, щ = {ие н г(Щ : д§1 • • • д§у е н г(П), (32 +  • • • +  рп < к}
corresponding to (2.4) and the particular form of (3.5), we can deduce from (3.4) that 
Uk =  {дщ • • • d ^U  : @2 H-------h fin <  k} satisfies

j Ык + А кй к е Н а- 3, Uk\Wo=0e H s- 3,

where A k € H s~3 and ^  •. ^  is a diagonal hyperbolic operator with Ha~2 coefiicients.

We can apply the regularity theorem of [2] to conclude that Uk € H a~3(ti). It follows from 
(3.6) and Lemma 2.2 th a t и G H s,k(О, Ф).

To prove the remaining part of (3.7)k, we differentiate (3.1) and get the diagonal system 

У ] ^ (х ,и ( х ) ,д ф ^ д х.(дфэ) + }1(х,и(1'>(х),дфэ) =  0, (3.9)
i—0

where h is a vector-valued C°° function of its arguments and j  — 1 , 2.
n

L em m a 3,1, Let Z,-=  (ж, и(ж),0<^)5а- and
7=0

71
Qj = &x0 +  (—l ) ^ i  +  =  1)2,

where ( ^}l ^3l ) =  Ai in (3.5). Then we have 
\ a4i a2i J

x*(Zj) = ( - i У~1Щ ,  3 = 1,2, (3.10)

where x* is the tangential map induced by x, b is a C°° function of ф ^ \ф ^ \и  о x~ l ■ 
P ro o f. Let р(ж,£) = p(x~1{x),uox~ 1(x),t(dx)i)- Then

i=0
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and

=  2bdet
(  £o - f l  +  Yj au£l 

1=2 
n _
X) 04l£l 
1=2

X  °з iCi \
1=2

£o + £l + X  °2l£l ,
1=2  '

for some Ъ(ф 0) as stated in the lemma. A direct calculation will give (3.10).
In view of the fact that Zj<f>j =  0 which follows from (3.1) and the homogeneity of p with 

respect to £, we get by differentiating (3.9) further and performing the coordinate change 
(3.3) that yij

(Q j

0 X 1 satisfies

<Pj + hj(x - 1 u<2> X ,4>j) = °>

V Qi

■■^■k=o =  Aj(®,.p (1)(®/))>
where hj, Aj are C°° functions of their arguments. Since Q, is a domain of determinacy with 
respect to L, so is fi With respect to both Z\ and Z^. Since, obviously, Qj are hyperbolic 
operators of first order, we can reason just as before for и that Pj € Hs~2’k(Q, Ф). The proof 
of (3.7)k is completed.

The overall argument is valid equally well for Theorem 1.2, where the regularity theorem 
for Cauchy problem with data given in the past {xq <  0} should be used (e.g. the result in 
[7]) instead of that with data given on the initial plane. In the case of stratified solutions 
(i.e., Ф is a foliation of codimension one), a result similar to Theorem 1.2 holds for general 
N  x N  systems, which cannot be expected in the case of striated solutions when N  >2.

71
T h eo rem  3.1. Suppose X) Ai(x,u)dXi is a strictly hyerbolic N  x N  operator and и €

i=0
H3(fl),s > n̂  + 5, is a solution of

П
, Ai(x, u)dXiu =  F(x, u) ,

i=0
and Г2 is a domain of determinacy of =  f if l  {жо < 0}, Ф is a foliation of codimension 
one on Q and its foliages {x € £1 : ф(х) = 0} are characteristic. I f Hs~1,k(£l~ ,Ф) makes 
sense (i.e., ф <E Я в,А!-1(П- ,Ф)) and w|n - € Н3,к(0.~,Ф), then Hs~1>k(fl, Ф) makes Sense 
and и € H 3,k(fl, Ф).

We only point out the main difference of the proof. The coordinate change can be 
taken as x —► x = (ф(х),'ф\(х),... ,фп{х)) and the problem can be similarly reduced to

(  •. \U  + A U  = J7, where

<h0 +  'y 'JAidxr
i=i

(3.11)

Here x0 would no longer be a time variable. The foliages of the induced foliation Ф become 
{ж G Cl: жо =  c} and we have

H r’k(Q, Ф) =  {v e Hr(fl) : d§l ■ ■ ■ d ^ v  € Hr(Q), f t  +  ••• +  /?„< k}.
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The succeeding argument in the proof of Theorem 1.1 would work in favour of the special 
form (3.11) of the operator.

§4. Propagation of Singularities
Prom the definition of Qj in Lemma 3.1, it is easy to see that the integral curves of 

Qj (j  =  1 , 2) in the coordinates ж are just the projection curves of the bicharacteristic of p 
(whose fibre variables £ =  ((—1)J_1, 1 , 0, . . .  , 0)), so given a foliation Ф of codimension two 
as in Theorem 1.1, we can have the concept of characteristic curves—integral curves of Zj 
in Lemma 3.1—associated with Ф. There are exactly two such curves passing through any 
given point.

T h eo rem  4.1 . Assume и is a striated solution of (1.1) and (1.2) as in Theorem 1.1 
where к =  oo. For у € О, let 71,72 be the two characteristic curves through y, and yi be 
the intersection points of 7j with {жо =  0}. I f д G C°° at y1 and y2, then и € C°° at y.

Proof. Usual regularity theorem for hyperbolic systems guarantees the existence of 
neighbourhoods Dj C of yi such that и € C°°{Dj). Come back to the coordinates ж in 
the proof of Theorem 1.1 and let Oj C U be domains of determinacy of Dj = x(Dj),  i.e., for 
any ж 6 Oj there is a characteristic curve 7  of Qj such that ж € 7 ,7  C %  and 7  П Dj ф 0. 
Surely Oi ПО2 is a neibourhood of у and the system in (3.4) can be written as the following 
coupled diagonal system

( Q i  

\

( Q 2 

V

Because U and the coefficients in (4.1) and (4.2) belong to H s~’i,oo(0, Ф), (c^0 — ĉ JZ'T e 
3>°°(U, Ф). Differentiating (4.2) we can get

m 0 - ^ ) W 2 +  C f e - ^ ) w 2 e f i s- 3'M( n , l ) ,  (4.3)

where C G Я 5_3,00(П, Ф). Since 0,2 is a domain of determinacy of D2 with respect to Q2, 
we can deduce from (4.3) that

( ^ о - ^ 2 е Я в_3,00( ^ 2,Ф).

Thus^ (dx6 — dxi)U € Я 8_3,0О(02)Ф)- A repeated argument will give

€ Н’-Ч Ы  N  > 0.

Similarly

W*, + a.. )“‘«g • • • a|;w b. e я - 3(Па), м  > о,

“  % n i b  e  C“ .
Let V be the C°°-module of vector fields generated by ^ i, Z2,x * 1(dx2)> ■ ■ ■ >X*1( ^ n)- 

Then we can show by induction and making use of Lemma 2.2 that 'Hs~1,o0(Qi П U2, V)

Qi
u 1 + Y ,  +  A u  =  A ,

1=2
(4.1)

u2 +  Y jA dxA  +Au  =  t 2 (4.2)

Qi 1=2
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makes sense (i.e., the coefficients of any vector field in V belong to Ws_1,o0(fl1 П V)). 
The conclusion of Theorem 4.1 follows from the next lemma.

Lemma 4.1. Suppose makes sense and V generates HS~1(M,TM).  Then
= C°°(M).

Proof. We prove inductively on к that

7ie -1**(M,V) C t f s~1+fc(M). (4.4)k_i

It obviously holds when к = 0. Assume (4.4)k_i holds. Then the coefficients of any vector 
field in V belong to H a+k~2. If {Vi,. . .  , Vm} С V is a basis in H s+k~2(M, TM ), we will 
have

m
dZi =  E  сцЦ,  1 < i < m , c u e H a+k~2.

1=1
Hence

!We_1’fc(Af, V) =  {v e  H*-1’1*-1 : Vtv € H3- 1* - 1, 1 < i < m}
C {v e н ё+к~2 : ViV e H s+k~2, 1 < i < m}
= {v e  H s+k~2 : dZiv € Hs+k~2, 1 < i < m j =  H s~1+k(M),

so (4.4)k_i holds.
In the case of stratified solutions, there is also a concept of invariantly defined charac­

teristic curves, and there is exactly one such curve through any given point, and we have a 
theorem on propagation of singularities along characteristic curves, which is true for general 
N  x N  system.

Theorem  4.2. Assume и is a stratified solution as in Theorem 3.1, 7  is a characteristic 
curve (associated with the foliation Ф in Theorem 3.1). I f  it e  C°° at some point of 7 , then 
и € C°° on the whole 7 .

The proof is omitted, as it is similar in spirit to tha t of Theorem 4.1. 
Acknowledgem ent The author should thank Prof. Chen Shuxing and Prof. Hong 
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ON COUNTABLE <r-PRODUCT SPACES **

T eng H ui* * * **

A bstract
Let X  — cr{Xi : i € w}. It is proved that if every finite subproduct of X  is normal, then X  

is normal if and only if X  is countably paracompact.

This note is prompted by [5], where Zenor proved that if every finite subproduct of a given 
countable product is normal, then it is normal if and only if it is countably paracompact. 
It is known tha t the a-product of a family of spaces is a dense subspace of the Tychonoff 
product of them. So it is natural to raise the question whether the foregoing result still 
holds for this kind of subspaces. In this note we give a positive answer to it.

Let A be an infinite cardinal. 4(A) denotes the one-point compactification of the discrete 
space D(A). Let {X& : а € 4}  be a family of spaces. The <r-product space of the spaces 
{X a : a £ 4}  with a base point x* =  (ж*)аед is the subspace cr{Xa : a £ 4}  of :
a £ 4}  such th a t for every (жа )а6д G cr{Xa : ot G 4},

|{o! G 4  : xa ф ж* }| < K0,

L em m a lM . 4  space X  is countably paracompact and X-collectionwise normal if and 
only if X  x 4(A) is normal.

L em m a 2 ^ .  Let X  — <т{Ха : а £ 4} . I f  every finite subproduct of X  is countably 
paracompact a,nd X  is normal, then X  is countably paracompact.

L em m a 3 ^ .  Let X  =  <т{Ха : а e  4} . I f  every finite subproduct of X  is collectionwise 
normal and X  is normal, then X  is collectionwise normal.

In fact, Lemma 3 is true for A-collectionwise normality.
L em m a 4. Let X  = cr{Xa : a  € A}, where each X a contains at least two points Then 

4(A) can be embedded in X .
P ro o f. Let x* = (x*)a<\  be the base point of X. For each /3 < A, choose y@ -  {y%)a<\ 

such th a t у% Ф x*a when /3 =  a  and =  x*a otherwise. Let

Y.= {V0:P< A}U{x*}.

We prove th a t Y  is the one-point compactification of the space {yp : (3 < A} and the latter 
is a discrete space. For any open neighborhood U of x*, there is a finite set о of A and for 
each a £ a there is an open neighborhood Ua of ж* such that

П{?Л* : oi G a} x a{Xa : a G A\a} C U.
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It is easy to see that if /3 ^  o, then yp E U. So Y  is compact. For each (3 < A, let Vp be an 
open neighborhood of у|  such that x*p Vp. Then

. ,  Vp x a{Xa : a  € \\{0 }}

is an open neighborhood of yp and contains no y„’s for и ф (3. This shows tha t the space 
{yp : (3 < A} is discrete.

C oro llary  1. I f X  =  о{Ха : a < A} is normal, then X  is countably paracompact and 
X-collectionwise normal.

P roof. Assume that X  is normal. For any finite subset a of A, homeomorphically,

X  =  ® € o} x с{Ха : a  E A\o}. •

By Lemma 4, A(A) can be embedded in <т{Ха : a  E A\a}. So

I ] { I Q : a e a } x A ( A )

is normal. By Lemma 1, Ц{Ха : a  € a} is countably paracompact and A-collectionwise 
normal. By Lemmas 2 and 3, A  is countably paracompact and A-collectionwise normal. 

Now we prove the converse of the above statement for countable cr-products.
T h eo rem  1. Let X  =  cr{Xi : i E oj}. I f  every finite subproduct of X  is normal, then X  

is normal if and only if X  is countably paracompact.
P roo f. The “only if ” part follows directly from Corollary 1.
The “if” part. Assume that each finite subproduct of AT is normal and X  is countably 

paracompact. It is known that a space X  is normal iff for every open cover of X  Consisting 
of two open sets, there is a countable open cover of X  such that the closure of each member 
of it is contained in one of the two given open sets. Let {U\, U2} be an open cover of X. For 
each n E oj (Note tha t n  is considered as the set of its precedents), pn denotes the projection 
from X  to : i E n} defined as the restriction of the projection from ЩАТ; : i E oj}
to П "№  ! i En}.  For each n E oj, let

Wn,i =  и{1Г : W  is open in П ( ^  : * S n} and p ^ i W )  С Щ}, 
where i =  1,2. Let

Wn — Wnp U Wnt2-

Then it is easy to see tha t {p^1(W) : n  G w} is an increasing open cover of X. By the 
assumption, there is an increasing open cover {Gn : n E oj} such that Gn C p~^(Wn). For 
each t i 6 w, let

Hn =  U{H : H  is bpen in П{-^* : ® e  aud Pn/{H) ^  Gn}.
Then we can prove that {р“ 1(Яп) : n E oj} is an open cover of X  and Hn C Wn. As 
fI{ATj : i E n} is normal, there are open sets Vnp and УП)2 of fl{ATj ’ i E n }  such that

Hn Q Vnp U Vn>2

and VUti C WUti for г — 1,2. Thus

Pnl (Vn,i) =  Pn^^yn,i) Q Pn (Wn,i) C Ui

{Pn'iVns) -ПЕШ and i =  1,2}

for i = 1,2. Since
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is a countable open cover of X  such tha t the closure of each member of it is contained in Ui 
or U2,X  is normal.

We give an application of our results. In [4], K. Chiba proved

{Let X  = <r{Xa : a  € A}. If X  is normal and every finite subproduct of 
X  is countably paracompact and para-Lindelof, then X  is countably 
paracompact and para-Lindelof.

By Corollary 1, the condition “countably paracompact” is superfluous.
Let D be a directed set. A collection {F\ : Л € D} is said to increase with respect to the 

order of D if, whenever A <  p,
Fx C F„.

We do not know whether Theorem 1 is true for arbitrary cr-products. But a partial result 
is proved.

T heo rem  2. Let X  =  (т{Ха : см € A}. I f every finite subproduct of X  is normal and X  
is X-paracompact, then X  is normal.

P roo f. Let {Ui, C/2} be an open cover of X. It is sufficient to prove that there is a  locally 
finite open cover of X  such th a t the closure of every member of it is contained in U\ or f/2. 
Let [A]<w be the set of all the finite subsets of A with a partial order “inclusion” . Then 
[A]<w is a directed set. For each a 6 [А]<ш and i =  1,2, let

Wa,i =  U{W : W  is open in a € a} and Pa1(W) C Ui},
where pa is defined as pn. Let

Wa =  WaA U W0,2.

Then

{pl4Wa):ae[ \ ]<"}
is an open cover of X  increasing with respect to the order on [A]<“'. Since X  is A-paracompact, 
there is an open cover {Ga : a e [A]<w} of X  increasing with respect to the order on [A]<w 
such that Ga C p~1(Wa). Let

Ha =  U{H  : H  is open in П { ^ «  a E a} and p ^ iH ) Q Ga}-
Then

{p: \Ha) :  a E[ A]<w}

is an open cover of X  and H a Q Wa for each a £ [A]<“'. By the hypothesis, there are open 
sets Va,i and У0)2 such tha t

Ha Q Va,i U Va>2
and V a,i Q Wa,i for г =  1,2. Let {Sa : a e [A]<DJ} be a locally finite open refinement of

{р?(Иа):ае[ \ ]<и}.
Then it is easy to see that

{Sa Пр-1^ )  : a € [A]<" and i = 1 , 2}

is a locally finite open cover of X  such that the closure of every member of it is contained 
in one of Ui and t/2. This shows that X  is normal.
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