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CONVERGENCE TO TRAP ALMOST EVERYWHERE 
FOR FLOWS GENERATED BY COOPERATIVE 

AND IRREDUCIBLE VECTOR FIELDS

J ia n g  J if a * * *

Abstract
This paper is concerned with the asymptotic behavior of cooperative systems i n W C  Rn. 

For a  C 2 cooperative system whose Jacobian matrices sire irreducible, it is proved tha t the 
forward orbit converges to an equilibrium for almost every point having compact forward orbit 
closure and the set of all points which have compact forward orbit closures and do not converge 
to a semi-asymptotically stable equilibrium is meager in W  if the equilibrium set cannot contain 
a simply ordered curve. The invariant function and the geometry of the stable manifold of an 
unstable equilibrium are considered.

§1. Introduction
In recent years there has been considerable interest in cooperative systems which can be 

modelled by the ordinary differential equations:

x = F(x), x e W c R n, (1.1)

and for which

a ~ w a 0  ; (1-2)
for i ф j , x €  W. Much progress has been made in the study of the asymptotic behavior of 
solutions of (1.1). In a series of papers^1-5!, Hirsch has obtained some very important results 
for general cooperative systems. He showed that limit sets are invariant sets of systems in 
one dimension lower (see ( l, Theorem 3.1]), and that when in addition each Jacobian matrix 
DF(x) is irreducible then almost all trajectories with compact closures are quasi-convergent, 
Le., their co-limit sets consist of equilibria (see [2, Theorem 4.1]). Under slightly stronger 
assumptions, in particular, assuming the set of equilibria is countable, he proved that almost 
all trajectories with compact closures converge to traps (see [2, Theorem 4.4]). Polacik^ 
proved that the set of all points which have bounded nonconvergent trajectories is meager in 
some fractional power space for the smooth strongly monotone flows defined by semilinear 
parabolic equations. But his abstract result is not valid for the cooperative and irreducible 
systems of ordinary differential equations. One reason is that his hypothesis (М3) ([6, p.93]) 
does not hold for cooperative and irreducible systems (since (pil +  DF(x))~l is nonposifive 
for fj, <  0 and \fi\ sufficiently large). The other reason is that we often consider such a system 
on an open subset of Rn, which is not the Banach space Rn. In earlier work [13], the author
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has given the necessary and sufficient condition that 3-dimensional cooperative system has 
a globally asymptotically stable equilibrium, which generalizes [3, Theorem 9].

Hirscht4,p;28l pointed out: “it is difficult to distinguish quasiconvergent trajectories from 
convergeht ones;” The purpose of this paper is to improve the above results of Hirsch in 
case F is C2. We shall prove that for systems that are cooperative and irreducible, almost 
all points whose forward orbits are compact in W are convergent (w-limit set is a singleton). 
With slightly stronger (but necessary) assumption, in particular, assuming that there cannot 
exist a simply ordered curve which consists of equilibria, we shall show that the set of all 
x €  W  having compact orbit closures and not converging to traps is rare in W. Under this 
stronger assumption, we prove that every continuous invariant function is constant. Our 
final results concern the geometry of the stable manifold of an unstable equilibrium of (1.1) 
(see Theorems 3.4 and 3.5).

The principal tool is the theory of cooperative systems as developed by H i r s c h W e  
employ the same idea used in [6] to study, the asymptotic behavior, as i  —>• oo, of the principal 
eigenvalue A(t) and the corresponding principal eigenvector v(t) of DF(y(t)) associated with 
a quasiconvergent solution y(t).

§2. Definitions and Preliminaries
In this section, we give some definitions and state some known results which will be useful 

in subsequent sections. ,

D efin ition  2 . 1. A n n x n  matrix A =  ( )  is called cooperative if each off-diagonal 
term is nonnegative and irreducible if it leaves invariant no поп-trivial coordinate subspaces 
of Rn.

Define s(A) =  maxReA, where A runs through the eigenvalues of A. It follows from 
Theorem 3.1 in [2] that if A is cooperative and irreducible then etA is positive for t > 0. 
Therefore, by the Perron theorem ([7, p.52]) we obtain the following

L em m a 2 .1. IfA isannxn matrix which is cooperative and irreducible, then s(A) is an 
eigenvalue of A (called the principal eigenvalue of A) that is a simple root of the characteristic 
equation and exceeds the real parts of all other eigenvalues of A. Corresponding to s(A) 
there is a unit eigenvector (called the principal eigenvector of A) with positive components.

D efin ition  2.2. A C1 vector held F : W  —► Ftn (where W  C Rn is open) is called 
cooperative (irreducible) ifDF(x) is cooperative (irreducible) for all x G W.

Let c:,y  G Rn, we write x < y(x < y) in case the specified inequality holds component
wise. Sometimes we write x < у to signify that x < у and x ф у.

For any points x., у in Rn with x < у define

the closed order interval [ж,у] = { и x < и <  у} 

and

the open order interval [[ж, у]] =  {и : x < u < у}.

D efin ition  2.3. W is said to be p-convex if it has the following property: whenever 
x , y e W  and x < y, W contains the entire line segment joining x and y.
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T h eorem  2 Д . Let W  C Rn be p-convex. If the vector held F is cooperative and 
irreducible then its solution how {фг} is strongly monotone in W ,• i.e., if x < y, then 
<f>t(x) < (f>t(y) for t > 0 .

The w-limit set ш(х) of a point x e  W  is the set of p e W such that x(tk) —> p for 
some sequence tk —► oo. Let E denote the set of equilibria, x is called quasiconvergent if 
ш(х) С E and convergent if u(x) is a singleton. We use the notations Q and C for the sets 
of quasiconvergent and convergent points respectively.

T h eorem  2.2. (Limit set dichotomy). Assume that F is a cooperative and irreducible 
vector held and x < y. Let x and у have compact orbit closures in W. Then exactly one of 
the following holds:

(a) ш(х) < ш(у);
(b) cu(x) = и){y) С E.
Theorems 2.1 and 2.2 are due to Hirsch and can be found in [2].
.D efinition 2.4. An equilibrium p 6 W is called a trap if there is some open set N, not 

necessarily containing p, such that фг{х) converges to p uniformly in x G N as t —> oo.
At each point p e Rn there are positive and negative cones dehned by

C+(p) =  {ж : p < x} and C~(p) = {x : p > x}.

D efin ition  2 .5 . An equilibrium p 6  W of (1.1) is called stable from above (resp. from 
below) if it is stable in C+(p) П W (resp. C~(p) DW). Similarly one dehnes asymptotical 
stability from above (resp. from below).

§3. The Main Results
Our main results may be stated as follows.
T h eorem  3 .1 . Suppose that F is a C2 cooperative and irreducible vector held and 

W is a p-convex open subset of Rn. Then x(t) converges to an equilibrium as t —> oo, for 
almost all x e Wc, where Wc denotes the set of points whose forward orbits have compact 
closures in W.

T h eorem  3.2. Suppose that F satishes the conditions of Theorem 3.1 and E cannot 
contain a simply ordered curve. Then the set of all x €  W having compact orbit closures 
and not converging to a semi-asymptotically stable equilibrium is meager in W.

T h eorem  3 .3 . Suppose that F satishes the conditions of Theorem 3.2. Let A C W be 
a connected open set such that almost every point of A has compact forward orbit closure. 
Then every continuous invariant function f  is constant on A.

The stable set of an equilibrium p is S(p) = {x G W : u(x) =  p}.
T h eorem  3.4. Let F be a C1 cooperative and irreducible vector held, p €  E is not a 

trap if and only if S(p) has Lebesgue measure zero.
T h eorem  3.5. Let F be a C1 cooperative vector held. Assume that p € E is hot a 

trap and DF(p) is irreducible. Then S(p) does not contain distinct points u, v with u < v .
R em ark . In comparison with the well-known structural Theorem 4.1 in [2], we have im

posed the smooth assumption, but our Theorem 3.1 is stronger. It follows from [5, Theorem 
9.7] that if E contains a simply ordered curve then there is an order interval [a, 6] such that 
every point in it is convergent to an equilibrium which is not a trap. Therefore, in Theorem
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3.2, the condition that E  cannot contain a simply -ordered curve is necessary. If a coop
erative and irreducible vector field -possesses an invariant function with positive gradient, 
then its equilibria consist of a simply ordered curvet14’15], This implies that in Theorem 3.3, 
the condition that E cannot contain a simply ordered curve is also necessary. Theorem 3.4 
improves Corollary 4,5 in [2] where Hirsch assumed that E is. countable; Theorem 3.5 is the 
same as that of Smith ([16, Theorem 2.10]) except that we eliminate the condition that p is 
hyperbolic and s(p) > 0. Smith’s result is a generalization of [9, Theorem 6.3] of Belgrade. 
But the proof presented here is much simplier than theirs.

§4. Proof of the Theorems

The proof of Theorem 3,1 is conveniently broken into several lemmas. We begin with

Lem m a 4 .1 . Suppose that A is a n n x n  matrix which is cooperative and irreducible. 
If s(A) = 0, then-the matrix

U  - v \
\ v T 0 )

is invertible, where v is the principal eigenvector of A.

P roof. Let A* =  (Aij) denote the adjoint matrix of A. We first prove that A* is 
positive or negative. By Lemma 2.1, s(.A) is a simple root of the characteristic equation, 
the associated principal eigenvector v is positive, and other eigenvalues of A hve negative 
real parts. Since s(.A) =  0, A*A — AA* =  0, i.e., every column of A* is the eigenvector 
corresponding to s(i4). Since the coefficient of one degree term of D(A) =  det(A — XI) is

— 23 4«j there is at least one term, say, Ann ф 0. It is easy to see that AT is irreducible.
■ i—l ■ .
We Jhave Ат{А щ А 2П̂  • • , Ann)r =  0. It follows from в(Дт) =  s(A) =  0 and Ann ф 0 that 
AinAnn >  0 for * =  1,2, • • • , n. Since the characteristic space corresponding to s(A) is one 
dimension, there is щ such that (An,Ai2,--- ,Aj„)r '=? for г =  1 , 2 , , n« We.deduce 
Рг ф 0 from Ain Ф 0. Hence, pipj >  0 and AijAin >  0, i.e., АцАпп >  0 for i , j  — 1,2, • • • , n.

By calculation, we can prove that V

det =  vrA*v = J 2 & ) ( ] £ « ? )  =  о
4 = 1  /• \ 4 = 1  J 4 = 1

Lem m a 4,2. Suppose that for any и €  W, A{u) is a cooperative and irreducible 
matrix and that A(u) is continuous on W. If s (4 (« )) =  0 and the principal eigenvec
tor v(y) ; W  -> Inti?" is continuous, where K+ = {x : x >  0}, then there exists 
a basis {v(u),vi(u), - • • ,vn-i(u )} for Rn such that Vi(u) : W —» Rn is continuous for 
i. =  T,.2j--- , n — 1 and ImA is the linear space spanned by vi,v2,--- ,un_ i, wterelmA  
<£epotes the image of A. v . .

s P roof. First we shall employs the Gram-Schmidt orthonormalization;process. Let {ei, ёг, 
^^»;^rt}''beabasisfor^n whereie, =  (0, ‘ • • , 0, Д  , 0,-- • , 0)r is the ith vector of the standard
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basis in i?". We now define in succession vectors jBi (u) , — , Bn(u) by the equations 

Bi(u) = v{u),
■:B a(«) =  e'f'-<e1,B1 > B U 

B3(u) =  e2-  <  e2,Bi > В г -  -~
<  £>2, Г>2 >

B„(u) = en- 1 ~  ^  *  » - ■  -  < e „ - 1,B i  >  Bu '
<  B n -  l i - ^ n - 1

where <  •, • >  denotes the usual inner product in Rn. Since B\{u) ='v(u) is continuous on 
W, it is easy to see that Bi is also continuous on W  for г =  2,3, • • • , n. By induction, We 
can prove that {B i, 1?2, • • • , Bn} is linearly independent.

Prom Lemma 2.1, we know that the kernel of A is a one dimensional vector space, hence 
ImA is an (n — l)-dimensional vector space. Since, ABi =  Av '= 0, ImA =  В(АДг, • • • ,  ABn) 
where L(AB2, • • • , ABn) denotes the linear space spanned by AB2, AJBn. Obviously, 
AB2, • • • , ABn is a basis for ImA. When we restrict our attention on ImA,

A\imA : ImA -4 ImA

is an isomorphism. It follows that {A2i?2, **• ,A2Bn} is also a basis for ImA. This implies 
that {v(u)yAB2., — ,ABn} is linearly independent. Let Vi-i(u) — ABi for i 2,3, 
Therefore, { u ,u i , ••• ,un_x} is a desirable basis.

L em m a 4 .3 . If и is an equilibrium of F and s(DF(u)) =  0, then there exists a 
neighborhood V of и such that E d V  is simply ordered.

This lemma can be easily proved by the centre manifold theorem and the Perron theorem 
(see [8, Lemmas 4.5 and 4.6] for details).

Let и G W. Denote X(u) =  s{DF(u)) and write v(u) for the principal eigenvector of 
DF{u).

Suppose that у e W  has compact orbit closure. The principal eigenvalue and eigenvector 
of DF(y(t)) are denoted, respectively, by X(t) and v(t). We have

L em m a 4 .4 . Let у e W  have compact orbit closure. Then v(t) : (Q, 00) —► Inti?" and 
X(t) : (0 ,00) —> R  are C1-functions and

(i) if у e Q then both X(t) and ||ii(t)|| converge to zero, as t -+ 00,
(ii) i f  у e  Q \C or и)(y) = и with s(DF(u)) > 0 then there exist positive numbers m, r, h 

such that v(t) > rv(0). and X(t) > m for all t > tr.
P roof. Define the mapping G : W x Inti?" x JR -> i?n+1 by

( i . /  DF(u)v -  Xv\
G(“ >”■ * ) = . ( ,  м  )■

It is easy to see that G is C1 on W  x  Inti?" x i? and G(u, v, X) =  (0,1)T if and-only if 
v =  n(u), A =  A(u). Let u0, vo,Xq with G(u0,v0, A0) =  (0, l ) r being fixed. By calculation, 
we get

n  \ \ — ( BF(uo) — A°J —vq\
^(v}X)^\u0}^0y^0) — I Vq 0 J ’

Using Lemma 4.1 we know that D(Vtx)G(uo,v0, A0) is invertible. The implicit theorem
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implies that v(u), X(u) are C1. Since y(t) : (0, oo) —► W  is C1, X(t) and v(£) are C1- 
functions.

Suppose that у G Q. First we shall prove (ii). By [2, Theorem 2.3], there cannot exist 
u, v in w(y) with и < v. By Lemma 4.3, if у G Q\C  then each и G ш(у) has X(u) >  0. If 
у eC ,  then this holds by assumption. Since w(y) is compact in W and X(u) is continuous 
on W, there is an m > 0 such that X(u) > m for и near u)(y). From the continuity of v(u) 
we obtain that the set v(u;(y)) is compact in Inti?” . Therefore, there exist two disjoint open 
subsets U, V C Rn such that 0 G U, v(ui(y)) с  V and U < V. Now, there is an r > 0 
such that rv(0) G U. For и close to ui(y),v(u) G V. So (ii) holds due to the fact that y(t) 
approaches oj(y) in W.

Denote A(u) = DF(u)-X(u)I. Then s(A(u)) =  0. As proved above, v(u) is C1. Applying 
Ьетща 4.2, we conclude that there is a basis {v(u),vi(u), ■ • • ,Un-i(u)} for Rn such that 
L(vi , • • • ,  un_i)  =ImA and Vi(u) is continuous on W  for i =  1,2,3, • • • , n — 1. Therefore, 
for any w G Rn, there exist numbers ко, fci, • • ■ , kn- i  such that

w = k0v + kivi + • ■ ■ +  kn^ivn- i .  (4.1)

Define the mapping P : W x Rn —► Rn by

P(u,w) =  ko(u,w)v(u).

Let B(u) denote the matrix (v(u),vi(u), • • • ,vn-i(u)). Then (ко,h ,--- , kn- \)  = B~x(u)w. 
Hence ki(u, w) is continuous on W  for i =  0,1, • • ‘ , n —1. It follows that P(u, w) is continuous 
on W  x Rn. From (4.1), for fixed и, P  is a linear mapping about w.

Now differentiating the identity

DF(y(t))v(t) =  X(t)v(t)

with respect to t  we obtain

D2F(y(t))y(t)v(t) +  DF(y(t))v(t) =  A (t)v(t) +  A (t)v(t) (4.2)

and hence

P(y(t),D2F(y(t))y(t)v(t)) =  X(t)v(t). (4.3)

Since y(t) is quasiconvergent, Hm y(t) =  0 (see [4, p.31]). Due to the fact that F is C2 itt—
follows from (4.3) and the continuity of P  that

lim |A(t)| =  lim \P(y(t),D2F(y(t))y(t)v(t))\ = 0 .
t —> o o  t —>00

We claim that lim v(t) =  0. Suppose not, there exists a sequence tn -» oo such that
1 -Ю О

lim v(tn) =  Vo ф 0. Without loss of generality, we may assume that lim y(tn) — yo and
n—> OO П -+00
lim X(tn) =  Aq. From (4.2), DF(yo)vo = X0vo. Therefore, either v0 > 0, or v0 < 0. We

n—*oo
assume the former case holds. v(yo) =  г>0 / 11 11 - Since <  v(t),v(t) > =  1, <  v(t),v(t) > =  
0. It follows that <  v(tn),v(tn) >=  0 for n — 1 ,2 ,• •• .  Letting n oo, we obtain 
< v(yo), I M K y o )  > =  0) i-e., Iluolf =  0, a contradiction, which implies our claim holds.

Lem m a 4 .5 . Let у G Q\C or ш(у) =  щ which is not a trap and isolated in E. Assume 
that there is a neighborhood [[u, u]] of у such that every point in it has compact orbit closure. 
Then there are two equilibria p, q and two points щ, vt such that p < u < u i < y < v \ <  
v < q and lim z(t) =  p for all z G [[«i, y]] and lim w(t) — q for all w G [[y, ui]].



No.2 Jiang, J. F. CONVERGENCE TO TRAP ALMOST EVERYWHERE FOR FLOWS 171

P roof. Let z  €  '[[2/,.v]]. We first prove that u>(z) > w(y). As in Lemma 4.4, denote 
v(t) =  v(y(t)), X(t) =  X(y(t)). Let X(u) >  0 for и G w(y).

j t (y(t) +  ev{t)) -  F(y(t) +  ev(t))

=F(y(t)) + sv(t) -  F (y(t) +  ev(t))

=ev(t) -  e f  DF(y(t) +  esv(t))v(t)ds
Jo

—ev(t) + s I  [DF(y(t)) — DF(y(t) +  esv(t))]v(t)ds — e\(t)v(t). 
Jo

(4.4)

Since F is C2, for e > 0 sufficiently small and t > f i

/
[DF(y(t)) — DF(y(t) +  e$v(t))]v(t)ds < l/2mrv(0) < l/2mv(t). (4.5)

By Lemma 4.4, v(t) —> 0. Therefore, there is a >  t\ such that

v(t) < l/2raru(0) <  l/2mv(t), for t > t%- (4.6)

Using (4.4)-(4.6) we see that for small e > 0 and t > t2 the function y(t) — y(t) + sv(t) 
satisfies

y{t) -  F(y(t)) <  ( l /2m  +  l/2 m  -  Wi)v(t) =  6 . (4.7)

Since z >  y, z(t2) > y(t2)- Make e >  0 so small that z(t2) > y(t2). Then by the well-known 
Kamke theorem z(t) > y(t) for all t > t2, i.e.,

z(t) -  y(t) > ev(t) > £rv(0). (4.8)

By Theorem 2.3 and (4.8), u>(z) > ш(у). If ш(у) = и which is not a trap, then it easily 
follows from Theorem 2.3 and Definition 2.4 that u>(z) > u>(y) for all z e [[?/, v]).

Applying Lemma 4.3 we know that if у € Q\C  then A(u) > 0 for each и G w(y). Let 
и € ui(y). If A(m) >  0, then и has a 1-dimensional strong unstable manifold tangent to 
the principal eigenvector v(u) at u. If X(u) =  0, by assumption, и is not a trap, then 
[12, Theorem 3] implies that и also has a 1-dimensional unstable manifold tangent to the 
principal eigenvector y(u) at u. Fix и G ш(у) and choose a point щ > y(t2) (for some *3) 
such that it belongs to the unstable manifold of u. Since the solution of (1.1) is continuous 
with respect to initial conditions, there is a point v\ G [[y,u]] such that z G [[y, Ui}] implies 
z{t2) < Щ. Applying Theorem 2.2, we get uj(z ) < ш(щ). It follows from Lemma 2.1 and [9, 
Lemma 2.3] that ui(t) is increasing for t G (—00, 00), i.e., if ti < t 2, then ui(t\) < ui(t2). 
As proved above u>(z) > u. Therefore, oo(z) > щ, which implies u>(z) > u>(ui). So far we 
can conclude that u(z) =  и(щ). This shows that w(z) = ш(щ) -  q for any z G [[y,vi]]. It 
is easy to see that q is asymptotically stable from below.

The proof of the case z < у is analogous.
P r o o f  o f  T h eorem  3 .1 . Define

N = {x G Wc : oj( x ) is not a singleton}.

To prove that N  has measure zero it suffices by Fubini’s theorem or [5, Lemma 7.7] to prove 
that AT n L  is countable for every line segment L joining a and b with а < b. By Lemma 4.5, 
the set N  П L is discrete, therefore countable. This completes the proof of Theorem 3.1.
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Recall that .A C W  is called nowhere dense in W if its closure A has empty interior; A is 
called meager (of first category) in W  if A is the union of a countable set of nowhere dense 
subsets of W . From [5, Theorem 7.5] and the proof above we conclude that N  is meager in 
W.

Let L C Rn be a one-dimensional linear subspace spanned by a positive vector. Then 
L has a complementary closed linear subspace M  C Rn so that Rn = M  ® L. Define 
Y — {x e  WC\N  : ш(х) is not a trap}. Due to compactness of the semiflow and the 
Kuratowski-Ulam Theorem t18l, simple modifications of Hirsch’s argument in Lemma 7.4 of
[5] yield Lemma 4.6.

L em m a 4 .6 . Assume that for any и €  M, (u +  L) П F  is meager in и + L. Then Y is 
meager in W.

P ro o f o f  T h eorem  3.2. In the proof of Theorem 3.1, we have proved that N  is meager 
in W. Therefore, we only have to prove that the set Y  is meager in W. By Lemma 4.6, it 
suffices to examine that L D Y  is meager in L for every straight line spanned by a positive 
vector. Since the union of any countable family of meager sets is meager, we only have to 
prove that J  П F  is meager in J  for any line segment J which joins points о and b with
о <  b. Without loss of generality, we can assume that every point in J  has compact orbit
closure. We claim that Y  is, nowhere dense in «7. Suppose the contrary. Then there is an 
open line segment J\ C J  such that J\ C clos(F). We shall prove that J\ C F . For any 
x € Ji, there exist two sequences {ж^} C Y  such that xln —> x as n -* oo for i =  1,2, and

x\ > x\ >  • • • >  ж* >  >  • • • >  x,

. v , . x\ < x\  < - - - < x 2n < x l+1 < • • • <  x.

By assumption, =  £*>(ж̂ ) is.not a trap, neitherTs qn — ш(х%). Thereforej

Pi > P2 > • • * >  Pn > Pn+i >  • • • >

?i <  92 <  • •' <  9n <  Qn+i < • • ■
Let p =  lim pn and q =  lim 9„. Obviously, p,q €  Ё. Hence, q < ш(х) < p. We assert

. nr-*oo n—►oo
that 9 == ш(х) =  p. Otherwise, for example, w(x) < p, then there is a number to such that 
x(to) < p . Since the solutions of (1.1) continuously depend on initial cOhditions, there is a 
neighborhood U of ж such that z(to) < p for any z &U.  It follows from lim x  ̂— x that

there is an N  such that ж̂  £ U for n > N,  so и>(ж*) =  о>(ж (̂4о)) <  p, i.e., pn < P for n >  N,  
a contradiction. This shows that ш(х) =  p =  q. Therefore, p is not a trap. By definition, 
ж e  F , which shows Ji C F .

Let ж e  Ji and а;(ж) =  p. Then there is а p-convex neighborhood V of p in W  and a C1 
locally centre manifold C of V of dimension one, passing through p and tangent to v(p) at 
p such that every invariant set of (1.1) in V belongs to C (see [17, p.322]). Since v(p) > 0, 
C can be chosen to be simply ordered. Choose у €  J\ with x < y  such that u>(y) = q eC . 
Therefore, for any г e  [x,y] ri Ji, u>(z) G C. Replace [x,y] П Ji by J2. We assert that 
Ci — \p, q] П С С E. Suppose not, there, is an r e C i  such that r ^ E. So there is an open 
arc Cl of C such that C\ Г\ Е =  0. Suppose that C2 is such an arc which is maximal in the 
sense that JEJflclos^ Ф 0. Therefore, EnclosC^ — {w,z}.  Since p is not a trap and is not
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isolated in E,p < w. For и e  J2 close to x,u>(u) < w. Define -

и =  sup{a €  J2 : u(y) < w for any v e  [x, о] П J2}.

By the definition of и and the continuity of solutions of (1.1) with respect to initial conditions, 
w(u) = w. By similar way, we can prove that there is a point v e  J2 such that ui(v) =  z. 
Obviously, и < v. For any r €  [[w,v]] П J2, w(it) <  w(r) w < ui{r) < z, which
implies that the equilibrium и;(r) €  C2, a contradiciton. This shows that (1.1) has a simply 
ordered curve which consists of equilibria, contradicting our assumption. Therefore, Y  is 
nowhere dense in W.

It remains to prove that if p €  E is a trap then p is either asymptotically stable from 
above pr asymptotically stable from below. It is easy to see that \{p) <  0. If \(p) <  0, then 
p is asymptotically stable. Suppose that A (p) =  0. Then there is a change of coordinates in 
a neighborhood Of p which transforms (1.1) to

y - u ( y , z ) ,
_  , . z =  Bz + v(y,z)

where у €  Д 1, z G Rn~x and В  is a constant matrix such that all eigenvalues of В have 
negative real parts. It follows from the centre manifolds theorem that there exists a centre 
manifold’for (4.9) z — h(y), \y\ <  S, where h is C2 (see [10, p.4]). > The flow on the centre 
manifold is governed by the one-dimensional system

' w = u(wih(w)). ; \ ' (4.10)

In [12], we have proved that the zero solution of (4.9) is a trap if and only if the zero solution 
of (4.10) is a trap. Applying this result, we know that the zero solution of (4.10) is a trap, 
that is, there is a nonzero solution w(t) of (4.10) such that lim w(t) =  0, correspondingly

(1.1) has a solution x(t) such that lim x(t) =  p and it is tangOnt to the principal eigenvector
£— 400

v(p) at p. Therefore, for t sufficiently large, x(t) is strictly monotone with respect to the 
relation < . This implies that p is either asymptotically stable from above or asymptotically 
stable from below. The proof of Theorem 3.2 is complete.

P r o o f  o f  T h eorem  3 .3 . Define

T — {x G E : x is a trap}. V

Then S(x)DS(y) =  0 for distinct points x,y eT.  Since the stable set of a trap p contains an 
open subset of W, S(p) contains a point rp every component of which is a rational nubmer. 
Define the map e : T  —► Rn by

e(p)=rp.

In fact, e is injective, which proves that T  is countable.
The rest of the proof is similar to [2, Theorem 4.7].
P r o o f  o f  T h eorem  3 .4 . By [5, Lemma 7.7], it suffices to prove that every simply 

ordered subset of S(p) is countable. Since p is not a trap,.there cannot exist distinct points 
x, у €  S{p) with x < y. Therefore, every simply ordered subset of S(p) is a single point. 
This proves Theorem 3.4.

P r o o f  o f  T h eorem  3 .5 . It follows from the irreducibility of DF{p) and the continuity 
of DF{x)  that there is a neighborhood U of p such that F is cooperative and irreducible
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on U. If there are two points u,v in S(p) with и < v, then there exists a T >  0 such that 
u(t), v(t) 6 U for t > T. Prom the Kamke theorem, we have u(T) $ v(T). It follows from the 
irreducibility of DF(x) on U that u(t) < v(t) for t > T .  Choose to >  T. Then lim z{t) =  p

, • t —+ OO

for any z e  [-u(to), v(tp)]j i.e., S(p) contains an open set [[tt(to)VwOto)JL Therefore, p is a 
trap, contradicting our assumption. This contradiction completes the proof of Theorem 3-5.
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