
Chin. Ann. of Math.
16B: 3(1995),279-298.

SOLVABILITY OF FORWARD-BACKWARD

SDES AND THE NODAL SET OF

HAMILTON-JACOBI-BELLMAN EQUATIONS***

Ma Jin* Yong Jiongmin**

Abstract

The solvability of a class of forward-backward stochastic differential equations (SDEs for

short) over an arbitrarily prescribed time duration is studied. The authors design a stochastic
relaxed control problem, with both drift and diffusion all being controlled, so that the solvability
problem is converted to a problem of finding the nodal set of the viscosity solution to a certain
Hamilton-Jacobi-Bellman equation. This method overcomes the fatal difficulty encountered in

the traditional contraction mapping approach to the existence theorem of such SDEs.
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§1. Introduction

This paper studies the solvability (or the existence) of the adapted solutions to a certain

class of forward-backward stochastic differential equations. Let (Ω,F , P ;Ft) be a filtered

probability space satisfying the usual conditions (see §2). Suppose that on this probability

space a d-dimensional {Ft}-Brownian motion {Wt}t≥0 is given. Consider the following

forward-backward stochastic differential equations (SDE for short):

Xt = x+

∫ t

0

b(Xs, Ys, Zs)ds+

∫ t

0

σ(Xs, Ys, Zs)dWs, (1.1)

Yt = g(XT ) +

∫ T

t

b̂(Xs, Ys, Zs)ds+

∫ T

t

σ̂(Xs, Ys, Zs)dWs, (1.2)

where (X,Y, Z) takes value in lRn × lRm × lRm×d and b, b̂, σ, σ̂, g are some smooth functions

with appropriate dimensions; T > 0 is a prescribed constant which is called the time du-

ration. Our objective is to find a triple (X,Y, Z) which is {Ft}-adapted, square integrable,

such that the equations (1.1)–(1.2) are satisfied on [0, T ]. One should note that it is the

extra process Z that makes it possible for (1.1)–(1.2) to have an adapted solution (cf. [23,

24, 25]).
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The forward-backward SDEs of this kind was first introduced by Bismut[3] for studying

the duality in optimal stochastic control and the stochastic Pontryagin Maximum Princi-

ple, in which the adjoint equation is a backward SDE. The SDE has been brought into

strong attention recently because of its appeal not only in optimal control theory but also

in mathematical finance and partial differential equations (cf. [10, 24] and the references

therein). However, all the existing results regarding the existence and uniqueness of an

adapted solution require that the product of Lipschitz constants of the coefficients and the

time duration T be small enough (see, for example, [1, 24]). The restriction is simply due to

the usual scheme of Picard iteration and the contraction mapping theorem. Thus, because

of the “forward-backward” nature, one falls into a fatal difficulty when the time duration is

large. In fact, [1] provided a counterexample showing that for some special kind of forward-

backward SDEs, the adapted solution may fail to exist when the product of the Lipschitz

constant and the time duration is larger than one. Therefore, the solvability of such an SDE

over an arbitrarily prescribed time interval becomes an interesting issue, and sometimes is

even crucial (for instance, when one studies the so-called decoupling problem in optimal

stochastic control theory), but so far remains open.

In this paper we reformulate the above “forward-backward” SDE in terms of a martingale

problem and consider its solutions in both strong and weak sense. In both cases we allow

the underlying probability space to change when necessary; and in the latter case, we even

allow the component Z to be a suitable adapted measure-valued process. This relaxation

nontrivially contains the ordinary adapted solution as a special case. Our main strategy

of attacking the solvability problem is to convert the problem of finding adapted solutions

to the forward-backward SDEs to a problem of, roughly speaking, finding the “zero”-point

(called the nodal set) of the viscosity solution to a certain Hamilton-Jacobi-Bellman (HJB

for short) equation. In fact, this HJB equation is exactly the one that the value function of

the properly designed optimal stochastic control problem should satisfy.

Intuitively, our scheme will work if the following two problems can be solved.

Problem 1. For any x ∈ lRn, there exists a y ∈ lRm such that v(0, x, y) = 0, where v is

the viscosity solution of a certain HJB equation;

Problem 2. (a) For any x ∈ lRn, y ∈ lRm, there exists an optimal relaxed control which

attains its value function V (0, x, y);

(b) v(s, x, y) = V (s, x, y) for all (s, x, y) ∈ [0, T ]× lRn × lRm.

It turns out that if both Problems 1 and 2 above can be solved, then the optimal trajectory

(X,Y ), together with the optimal relaxed control process Z, will be an adapted solution to

the forward-backward equation (1.1)–(1.2).

The main advantage of this scheme is that both Problems 1 and 2 become attackable.

In fact, Problem 2-(a) is an existence theorem of the optimal controls, so if we allow the

component Z to take the form as a measure-valued process, it is always solvable in principle

when we convert it to a stochastic relaxed control problem. Furthermore, the well-known

“Chattering Lemma” (cf. [11, 14]) in the relaxed control context will lead to the solvability

of Problem 2-(b). Therefore, in the sense of “weak solvability” of the forward-backward

SDEs (see §2 for definition), we need only solve Problem 1, which is basically a problem of
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the existence of the nodal set for a certain HJB-equation. The notion of the “nodal set” was

first introduced in [6] for studying the eigenfunctions of some linear elliptic equations (see

[9] also). Recently, this notion was used for the study of the general solutions to elliptic and

parabolic equations ([15, 20]). Also, it is further related to the so-called singular set, zero-

set and partial regularity of solutions to PDEs (see [4, 5, 13] and references cited therein).

Therefore, one should have at least some clue as to how to approach such a problem.

In summary, our scheme overcomes the difficulty encountered in the contraction mapping

approach, and provides a novel strategy for us to study the original solvability problem.

By studying the nodel set of a certain HJB equation, we are able to prove the solvability

and non-solvability of a class of forward-backward SDEs. We hope that this correspondence

will also raise some interesting questions in the study of (the existence of) the nodal sets in

partial differential equations, via the existence of the adapted solutions to forward-backward

SDEs. In [22], the problem is further developed by using the idea discovered in this paper.

This paper is organized as follows. In section 2 we formulate the forward-backward

SDEs via the martingale problems and give some definitions. In sections 3 we design the

corresponding optimal control problems and briefly review the results related to stochastic

relaxed control. In section 4 we give the necessary and sufficient conditions for the solvability

of forward-backward SDEs in terms of the solvability of optimal control and the existence

of the nodal set of the related HJB-equations. A special class of forward-backward SDEs,

raised from mathematical finance, is considered in sections 5 and 6. The weak solvability

of such SDEs over an arbitrary time interval, as well as the conditions for non-solvability

over the given interval, is studied by using our new approach. Finally, some discussions and

concluding remarks are made in section 7.

§2. Problem Formulations

Throughout this paper, we assume that all the probability spaces will be filtered such that

the quadruple (Ω,F , P ;Ft) satisfies the usual conditions (that is, {Ft} is right-continuous

and {F0} contains all the P -null sets in F). We will often use the notion of a natural

extension of a filtered probability space, which can be found in [11,16].

Definition 2.1. A natural extension of the space (Ω,F , P ;Ft) is a filtered probability

space (Ω̃, F̃ , P̃ ; F̃t) such that:

(i) Ω̃ = Ω× Ω′ where Ω′ is an auxiliary space;

(ii) F̃t ⊇ Ft where Ft is also the canonical extension of Ft to Ω̃;

(iii) the restriction of P̃ to Ω is P ;

(iv) each (Ft, P ) martingale is an (F̃t, P̃ ) martingale.

Now let U be a compact metric space (we often take U to be the closed subset of lRk,

the one-point compactification of the Euclidean space lRk). Denote by P(U) the space of

all probability measures on B(U), the Borel σ-algebra of U . We endow the space P(U) with

the Prohorov metric. Then P(U) is also a compact metric space. Let M([0, T ]×U) be the

space of all P(U)-valued functions µt(·), t ≥ 0, such that µ·(A) is Borel measurable for all

A ∈ B(U). Furthermore, if a probability space (Ω,F , P ) is given, then we denote lM(Ω) to

be the totality of all M([0, T ]×U)-valued random variables µ(·) defined on (Ω,F , P ), such
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that for each A ∈ B(U), the process µ·(A, ·) is {Ft}-adapted.
We note that a U -valued adapted process {Zt} can be identified as an element in lM(Ω)

through the relation µt(du, ω) = δZt(ω)(du). In other words, µt(·, ω) is a δ-measure supported

at Zt(ω) ∈ U (cf. [14]). In this case, for any continuous function g : U → lRn, we have∫
U

g(u)µt(du, ω) =

∫
U

g(u)δZt(ω)(u)du = g(Zt(ω)).

We now give some formulations of the forward-backward stochastic equations. Let the

probability space (Ω,F , P ;Ft) be given such that a d-dimensional Brownian motion W is

defined on it. A forward-backward SDE is a pair of SDEs with the following type:

Xt = x+

∫ t

0

b(Xs, Ys, Zs)ds+

∫ t

0

σ(Xs, Ys, Zs)dWs, (2.1)

Yt = g(XT ) +

∫ T

t

b̂(Xs, Ys, Zs)ds+

∫ T

t

σ̂(Xs, Ys, Zs)dWs, (2.2)

where X takes value in lRn, Y takes value in lRm and Z takes value in U ⊆ lRm×d, with U

being compact as well.

We make the following assumptions on the coefficients b, b̂, σ, σ̂ and g:

(A.1) The functions 
b : lRn × lRm × U → lRn;

b̂ : lRn × lRm × U → lRm;

σ : lRn × lRm × U → lRn×d;

σ̂ : lRn × lRm × U → lRm×d

(2.3)

are continuous and bounded in x, y, z; and are differentiable in x, y, such that all the partial

derivatives are uniformly bounded by some constant C > 0.

(A.2) The function g : lRn → lRm is continuous.

A triple of adapted process (X,Y, Z) satisfying (2.1) and (2.2) is called an ordinary (or

strong) adapted solution. Since such an ordinary solution may not exist when the time

duration is large, we therefore look for the weak solution. As usual, we start from the

martingale problem formulation of the adapted solutions. Note that we are only looking

for adapted solutions, let us assume a priori that (X,Y, Z) is adapted. In this case, we can

rewrite, for any t ≥ τ ≥ 0, the equation (2.2) as

Yt =Yτ −
∫ t

τ

b(Xs, Ys, Zs)ds−
∫ t

τ

σ̂(Xs, Ys, Zs)dWs. (2.4)

In particular, setting τ = 0 and combining with (2.1), we see that solving (2.1)–(2.2) becomes

the following problem: for any x ∈ lRn, find a probability space (Ω,F , P,Ft), an lRm-valued

F0-measurable random variable Y0, an {Ft}-Brownian motion defined on this space; and an

{Ft}-adapted, U -valued process Z such that the following SDE with terminal condition:

Xt = x+

∫ t

0

b(Xs, Ys, Zs)ds+

∫ t

0

σ(Xs, Ys, Zs)dWs, (2.5)

Yt = Y0 −
∫ t

0

b̂(Xs, Ys, Zs)ds−
∫ t

0

σ̂(Xs, Ys, Zs)dWs; (2.6)

YT = g(XT ), (2.7)
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has an {Ft}-adapted solution (X,Y ) defined on (Ω,F , P ).
Remark 2.1. One should note that solving (2.5)–(2.7) is not easy in general, since it is

essentially a two-point boundary value problem for SDEs. It is quite possible that it does

not have any solution of any kind.

Now let T > 0 be given. Let C2
b denote the space of all functions f : lRn × lRm → lR with

bounded continuous partial derivatives up to the second order. For each f ∈ C2
b , define the

differential operator L by:

L[f ](x, y, z)
∆
=

{
⟨ fx, b ⟩− ⟨ fy, b̂ ⟩

+
1

2
tr(σσT fxx)− tr(σσ̂T fxy) +

1

2
tr(σ̂σ̂T fyy)

}
(x, y, z).

(2.8)

Definition 2.1. Let s ∈ [0, T ] be given. An eight-tuple (Ω,F , P,Ft, x,X, Y, Z) is called

a strong adapted solution of (2.1) and (2.2) on [s, T ] if the following hold:

(i) (Ω,F , P ;Ft) is a filtered probability space;

(ii) X,Y, Z are {Ft}-adapted processes such that

Ct(f, Z)
∆
= f(Xt, Yt)− f(Xs, Ys)−

∫ t

s

L[f ](Xr, Yr, Zr)dr (2.9)

is an {Ft}-martingale for t ∈ [s, T ];

(iii) P -almost surely, it holds that

Xs = x; YT = g(XT ). (2.10)

It is easily seen that if (X,Y, Z) is an ordinary adapted solution to (2.5)–(2.7) defined on

some probability space (Ω,F , P ;Ft), then by applying Itô’s formula to f(Xt, Yt), f ∈ C2
b ,

we see that (Ω,F , P,Ft, x,X, Y, Z) must be a strong adapted solution on [0, T ] in the sense

of Definition 2.1. (here the starting time can easily be replaced by s ∈ [0, T ]). Conversely,

if on some probability space (Ω,F , P ;Ft), there exists an adapted processes (X,Y, Z) that

solves the martingale problem (2.9) and (2.10), then possibly on a natural extension of

(Ω,F , P ;Ft), there exists a Brownian motionW such that (2.5)–(2.7) hold (see, for example,

[11, Proposition 1.5]). In other words, modulo a possible change of probability space and the

underlying Brownian motion, the solvability of (2.1) and (2.2) is equivalent to the solvability

of (2.8) and (2.9). Therefore we give the following definition.

Definition 2.2. Let T > 0 be any given number. The forward-backward SDE (2.1) and

(2.2) is called strongly solvable over [0, T ] if there exists a strong adapted solution in the

sense of Definition 2.1.

We should note here that such a change of formulation does not help us to solve the

original problem, since we are still facing a two-point boundary problem. Nevertheless, we

are now able to define the weak adapted solution so that our scheme will work.

Definition 2.3. Let s ∈ [0, T ] be given. An eight-tuple (Ω,F , P,Ft, x,X, Y, µ) is called

a weak adapted solution to (2.1) and (2.2) on [s, T ], if the following hold:

(i) (Ω,F , P ;Ft) is a filtered probability space;

(ii) (X,Y ) is an lRn × lRm-valued, {Ft}-adapted square integrable process and µ ∈ lM(Ω)

such that

Ct(f, µ)
∆
= f(Xt, Yt)− f(X0, Y0)−

∫ T

0

∫
U

Lf(Xr, Yr, u)µs(du)dr (2.11)
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is an {Ft}-martingale for t ∈ [s, T ];

(iii) P -almost surely, it holds that

Xs = x; YT = g(XT ). (2.12)

Definition 2.4. Let T > 0 be any given number. The forward-backward SDE (2.1)–(2.2)

is called weakly solvable over [0, T ] if there exists a weak adapted solution to (2.1) and (2.2)

on [0, T ].

In what follows, we often distinguish the terms “strongly solvable” and “weakly solvable”,

but by “non-solvable” we mean neither strongly solvable nor weakly solvable. It is clear

that if (2.1) and (2.2) is strongly solvable, then it must be weakly solvable. Indeed, if

(Ω,F , P,Ft, x,X, Y, Z) is a strong adapted solution in the sense of Definition 2.1, then by

setting µt(du, ω) = δZt(ω)(du), we see that (X,Y, δZ) is a weak adapted solution in the

sense of Definition 2.3. Moreover, under some restrictive conditions on the data and if the

time duration T is small enough (cf. [25]), we know that the forward-backward equation is

strongly solvable.

Our purpose is to investigate the solvability of (2.1) and (2.2) on any time interval [0, T ].

We shall give a necessary condition for the solvability (both strongly and weakly) of (2.1)

and (2.2) in the sense of Definitions 2.2 and 2.4; and we show that this condition is also

sufficient if only the weak solvability is concerned. In the accompany paper [22], we study

the strong solvability of such forward-backward SDEs via a slightly different approach.

§3. Formulation of the Control Problems

In this section we design some optimal control problems that will be important for our

future discussion, the main reference related to these formulations is [11].

First, let us define a differential operator L0 similar to L defined by (2.4): for some

bounded continuous functions b : lRk × U → lRk, σ : lRk × U → lRk×d, define

L0[f ](x, u) =

{
⟨ fx, b ⟩+

1

2
tr(σσT fxx)

}
(x, u). (3.1)

Now let us define the control problems. Assume that G : lRk → lR is a continuous function.

Definition 3.1 (Strong Problem). Let (s, x) ∈ [0, T ] × lRk be given. A strong control

problem is to find a filtered probability space (Ω∗,F∗, P ∗,F∗
t ) and a U -valued process {u∗t }

that is progressively measurable with respect to {F∗
t }, and an lRk-valued adapted process {ξ∗t }

with continuous paths, such that

(i) for each f ∈ C2
b (lR

k)

Ct(f, µ) = f(ξ∗t )− f(ξ∗s )−
∫ t

s

L0[f ](ξ
∗
r , u

∗
r)dr (3.2)

is a P ∗-martingale for t ≥ s;

(ii) for t ≤ s, ξ∗t = x P ∗-a. s.

(iii) the six-tuple Ao,∗ ∆
= (Ω∗,F∗, P ∗,F∗

t , u
∗
t , ξ

∗
t ) is a minimizer of the cost function

J(s, x;Ao)
∆
= EP (G(X∗

T )) (3.3)

among all the possible choices of the six-tuples Ao = (Ω,F , P,Ft, u, ξ) satisfying (i) and (ii).
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A six-tuple AS = (Ω,F , P,Ft, u, ξ) satisfying (i) and (ii) in Definition 3.1 is called an

admissible strong control and the minimizer AS,∗ is called an optimal strong control. The

value function of the strong control problem is defined by

V S(s, x) = inf
AS

J(s, x;AS). (3.4)

Definition 3.2 (Relaxed Problem). Let (s, x) ∈ [0, T ] × lRk be given. A relaxed control

problem is to find a filtered probability space (Ω∗,F∗, P ∗,F∗
t ) and a P(U)-valued process

{µ∗
t } ∈ lM(Ω∗) and an lRk-valued adapted process {ξ∗t } with continuous paths, such that

(i) for each f ∈ C2
b (lR

k)

Ct(f, µ) = f(ξ∗t )− f(ξ∗s )−
∫ t

s

∫
U

L0[f ](ξ
∗
r , u)µ

∗
r(du)dr (3.5)

is a P ∗-martingale for t ≥ s;

(ii) for t ≤ s, ξ∗t = x P ∗-a. s.

(iii) the six-tuple A∗ ∆
= (Ω∗,F∗, P ∗,F∗

t , u
∗
t , ξ

∗
t ) is a minimizer of the cost function

J(s, x;U) ∆
= EP (G(X∗

T ))

among all the possible choices of the six-tuples A = (Ω,F , P,Ft, µ, ξ) satisfying (i) and (ii).

A six-tuple A = (Ω,F , P,Ft, µ, ξ) satisfying (i) and (ii) is called an admissible relaxed

control and the minimizer A∗ is called an optimal relaxed control. The value function of

the relaxed control problem is defined by

V R(s, x) = inf
A
J(s, x;A).

It is clear that an admissible strong control can be identified as an admissible relaxed

control via the relation µt(du, ω) = δZt(ω)(u)du. Thus, if we define the set of all admissible

strong controls by Uo and that of all admissible relaxed controls by UR, then we can imbed

Uo into UR in an obvious way. Therefore, in general we have

V R(s, x) ≤ V S(s, x), (s, x) ∈ [0, T ]× lRk. (3.6)

The following theorem combines the results in [11], which will be essential in our future

discussions.

Theorem 3.1. (1) For any given (s, x) ∈ [0, T ] × lRk, there exists a relaxed control

A∗ = (Ω,F , P,Ft, X, µ, s, x) ∈ UR such that

J(s, x;A∗) = V R(s, x).

(2) The strong problem and the relaxed problem have the same value function. In other

words, it holds that V R(s, x) = V S(s, x) for all (s, x) ∈ [0, T ]× lRk.

Proof. Note that our assumption (A.1) guarantees the boundedness and the uniform

Lipschitz property of the coefficients, so it can be checked that the so-called “weak uniqueness

for controlled equations” (cf. [11, Definition 4.4]) holds. Therefore, (1) follows from Theorem

3.4 in [11] and (2) follows from Theorem 4.11 in [11].

Recall that (see also [7], [11,§6]), the value function V (t, x) = V S(s, x) = V R(s, x) is the

unique viscosity solution of the following HJB equation:Vt + inf
u∈U

{⟨Vx, b(x, u) ⟩+
1

2
tr (σ(x, u)σ(x, u)TVxx)} = 0,

V
∣∣
t=T

= G(x).
(3.7)
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Here, Vx and Vxx stand for the gradient and the Hessian of V in x. For the definition and

basic results of viscosity solutions of HJB equations, see [7].

Finally, we design the strong and relaxed control problems related to the forward-backward

SDEs (2.1) and (2.2). Let lRk in the Definitions 3.1 and 3.2 be replaced by lRn×m, and de-

note the generic element of lRn×m by (x, y), where x ∈ lRn and y ∈ lRm. Let ξ
∆
= (X,Y );

also define b̃ = (b,−b̂) and σ̃ = (σ,−σ̂) in a similar way. Define L0 = L where L is the

differential operator defined by (2.4), and define G(x, y) = |g(x)−y|2. Then G : lRn×m → lR

is continuous and a strong (resp. relaxed) admissible control will be of the form AR =

(Ω,F , P,Ft, x, y,X, Y, Z) (resp. A = (Ω,F , P,Ft, x, y,X, Y, µ)) such that (i)–(iii) in Defini-

tion 3.1 (resp. Definition 3.2) are satisfied. It is readily seen that the HJB equation (3.7)

now takes the following form:{
Vt +H(x, Vx, Vy, Vxx, Vxy, Vyy) = 0,

V (T, x, y) = |g(x)− y|2,
(3.8)

where H is given by

H(x, Vx, Vy, Vxx, Vxy, Vyy)

= inf
u∈U

{⟨Vx, b(x, y, u) ⟩− ⟨Vy, b̂(x, y, u) ⟩

+
1

2
tr (σ(x, y, u)σ(x, y, u)TVxx)− tr (σ(x, y, u)σ̂(x, y, u)TVxy)

+
1

2
tr (σ̂(x, y, u)σ̂(x, y, u)TVyy)}.

(3.9)

In order to build up the relations between the solvability of the forward-backward SDEs

and the property of the viscosity solutions of the HJB equations in the next section, the

following notion of nodal set of a continuous function W (t, x) is important.

Definition 3.3. Let W (t, x) be a continuous function. The nodal set of W , denoted by

N (W ), is the set

N (W ) = {(t, x)
∣∣W (t, x) = 0}. (3.10)

As pointed out in the introduction, this notion was first introduced in [6] for eigenfunctions

of elliptic differential operators. Recently, this notion was also used in the study of general

solutions of elliptic and parabolic equations. Here, we apply it to the viscosity solutions of

HJB equations.

§4. Necessary and Sufficient Conditions for the Solvability

In this section we study the relationship between the solvability of forward-backward SDEs

and the nodal set of the viscosity solutions of a certain HJB equations of the corresponding

optimal control problems.

The first theorem concerns the necessary condition for the solvability of the forward-

backward equation (2.1) and (2.2).

Theorem 4.1. Let (A.1) and (A.2) hold. Suppose that for some T > 0 and x ∈ lRn, the

forward-backward SDE (2.1)–(2.2) is either strongly or weakly solvable on [0, T ]. Then it is

necessary that the nodal set N (v) of v contains the point (0, x, y) for some y ∈ lRm, where
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v is the unique viscosity solutions of the following HJB equation:{
vt +H(x, vx, vy, vxx, vxy, vyy) = 0,

v(T, x, y) = (y − g(x))2,
(4.1)

where H is given by

H(x, vx, vy, vxx, vxy, vyy)

= inf
u∈U

{⟨ vx, b(x, y, u) ⟩− ⟨ vy, b̂(x, y, u) ⟩

+
1

2
tr (σ(x, y, u)σ(x, y, u)T vxx)− tr (σ(x, y, u)σ̂(x, y, u)T vxy)

+
1

2
tr (σ̂(x, y, u)σ̂(x, y, u)T vyy)}.

(4.2)

Proof. First, comparing the Definitions 3.1 and 2.1, we see that if the forward-backward

SDEs (2.1) and (2.2) are strongly solvable over [0, T ] for some x ∈ lRn, and if we let

(Ω,F , P,Ft) be the probability space which carries the adapted strong solution (X,Y, Z) of

the martingale problem (2.8) and (2.9), then we must have EP |g(XT )− YT |2 = 0.

Next, let π ∈ P(lRm) be the distribution of Y0 and Py be the regular conditional prob-

ability of P , given Y0 = y. Denote Ay = (Ω,F , Py,Ft, x, y,X, Y, µ). Then it is clear that

Ay ∈ UR and for π-a.e. y ∈ lRm, X0 = x and Y0 = y, Py-a. s. Therefore,

0 = EP [g(XT )− YT ]
2 =

∫
lRm

EPy [g(XT )− YT ]
2π(dy) =

∫
lRm

J(0, x, y;Ay)π(dy). (4.9)

Since J(0, x, y;Ay) ≥ 0 for any y ∈ lRm, we have J(0, x, y,Ay) = 0, for π-a.e. y ∈ lRm.

Finally, since V (0, x, y) ≥ 0 for all (x, y) ∈ lRn+m, we obtain V S(0, x, y) = 0, for π-a.e.

y ∈ lRm.

Finally, by Theorem 3.1 and the argument following it, we see that the value functions

of the strong control problem and the relaxed control problem are the same and it is the

unique viscosity solution of the corresponding HJB equation. Thus the above argument is

also true if (2.1) and (2.2) is weakly solvable and the conclusion follows.

Intuitively, by introducing the above stochastic control problem, we see that if the vis-

cosity solution of the HJB equation (4.1) and (4.2) satisfies that for any x ∈ lRn, there is

a y ∈ lRm such that v(0, x, y) = 0; and the optimal strong control (resp. relaxed control)

exists, then the forward-backward SDEs (2.1) and (2.2) should be strongly (resp. weakly)

solvable and the optimal strong (resp. relaxed) control is the strong (resp. weak) solution.

In other words, the necessary condition in Theorem 4.1 becomes sufficient. The following

theorem validates this idea.

Theorem 4.2. Let (A.1)–(A.2) hold. Then, the forward-backward SDE (2.1)–(2.2) is

weakly solvable over [0, T ] if and only if for any x ∈ lRn there exists a y ∈ lRm such that

v(0, x, y) = 0, where v is the viscosity solution of (4.1)–(4.2). In other words, the nodal set

N (v) of v contains the point (0, x, y) for some y ∈ lRm.

Proof. The necessity follows from Theorem 4.1. We need only show the sufficiency. To

begin with, let v(t, x, y) denote the unique continuous viscosity solution of HJB-equation

(4.11)–(4.12). By Theorem 3.1, we know that the value function of the relaxed control prob-

lem and that of the strong control problem coincide and equal to v. Thus by the assumption,

for any x ∈ lRn, we can choose y ∈ lRm such that v(0, x, y) = 0. Now by Theorem 3.1 again,
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we can find an optimal relaxed control A∗
x,y = (Ω∗,F∗, P ∗,F∗

t , x, y,X
∗, Y ∗, µ∗) ∈ UR such

that

EP |g(X∗
T )− Y ∗

T |2 = J(0, x, y;A∗) = V (0, x, y) = 0. (4.10)

Namely g(X∗
T ) = Y ∗

T , P -a.s. By Definition 2.3, (Ω∗,F∗, P ∗,F∗
t , x, y,X

∗, Y ∗, µ∗) is a weak

solution to the forward-backward equation on [0, T ].

§5. Solvability of a Class of Forward-Backward SDEs

In this section, we try to solve a class of forward-backward SDEs by using the results of

previous sections. Suppose a probability space (Ω,F , P ;Ft) and an {Ft}-Brownian motion

W is given. Consider the following forward-backward SDE:
Xt = x+

∫ t

0

b(Xs, Ys)ds+

∫ t

0

σ(Xs, Ys)dWs,

Yt = g(XT ) +

∫ T

t

b̂(Xs, Ys)ds+

∫ T

t

σ̂(Xs, Ys, Zs)dWs,

t ∈ [0, T ], (5.1)

where U is a compact subset of lRn×m.

For simplicity, let us assume that all the processes and functions appeared in (5.1) are

scalar valued; the higher dimensional case is basically the same (see Remark 6.6). We claim

that if the filtration {Ft} is actually generated by the Brownian motion W , then the SDE

of the type (5.1) is actually equivalent to the following form which is of special interest in

mathematical finance (see, for example, [10] and the references therein):
Xt = x+

∫ t

0

b(Xs, Ys)ds+

∫ t

0

σ(Xs, Ys)dWs,

Yt = E

{
g(XT ) +

∫ T

t

b̂(Xs, Ys)ds

∣∣∣∣∣Ft

}
,

t ∈ [0, T ]. (5.2)

To verify our claim, we first note that if (X,Y, Z) is an adapted solution of (5.1) in the usual

sense ([23,24]), then by simply taking the condition expectation E{·|Ft} on both sides of the

second equation for each t ∈ [0, T ], we see immediately that (X,Y ) is an adapted solution

of (5.2). Conversely, suppose that (5.2) has an adapted solution (X,Y ) which is square

integrable; we shall prove that there exists an {Ft}-adapted, square integrable process Z

such that (X,Y, δZ) is a solution of a forward-backward SDE of the type (5.1). To see this,

consider the square integrable martingale

Mt = E

{
g(XT ) +

∫ T

0

b̂(Xs, Ys)ds

∣∣∣∣∣Ft

}
, t ≥ 0. (5.3)

By the martingale representation theorem (see, for example, [16, p.182]), there exists a

square integrable, {Ft}-adapted process Z such that

Mt =M0 +

∫ t

0

ZsdWs, ∀t ≥ 0. (5.4)
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Since

g(XT ) +

∫ T

0

b̂(Xs, Ys)ds =M0 +

∫ T

0

ZsdWs,

Yt =Mt −
∫ t

0

b̂(Xs, Ys)ds,

(5.5)

a simple computation leads to that

Yt = g(XT ) +

∫ T

t

b̂(Xs, Ys)ds−
∫ T

t

ZsdWs, (5.6)

which is exactly of the form (5.1) with σ̂(x, y, z) ≡ z. It is obvious that our equation (5.1)

is nontrivially more general.

We now use our scheme designed in the previous sections to solve the SDE (5.1). Let Zt

take values in some compact set U ⊂ lR, which will be determined later. Then, we formulate

the relaxed control problem with the infinitesimal generator

L0[f ](x, y, z) =
{
⟨ fx, b(x, y) ⟩− ⟨ fy, b̂(x, y) ⟩

+
1

2
σ(x, y)2fxx − σ(x, y)σ̂(x, y, z)fxy +

1

2
σ̂(x, y, z)2

}
,

(5.7)

for any f ∈ C2
b (lR

n×m); and the cost functional

J(s, x, y;µ) = E|YT − g(XT )|2. (5.8)

Namely, for any s ∈ [0, T ], we are to find an eight-tuple (Ω,F , P,Ft, x, y,X, Y, µ) ∈ UR

satisfying: (1) for any f ∈ C2
b (lR

n×m),

Ct(f, µ) = f(Xt, Yt)− f(Xs, Ys)−
∫ t

s

∫
U

L0[f ](Xr, Yr, u)µr(du)dr

is a P -martingale; (2) P{Xt = x, Yt = y : t ≤ s} = 1; (3) the cost functional (5.8) is

minimized. We define the value function V (s, x, y) as

V (s, x, y) = inf
µ
J(s, x, y;µ). (5.9)

Then, we know that V (s, x, y) is the unique viscosity solution of the following HJB-equation:{
Vt +H(x, y, Vx, Vy, Vxx, Vxy, Vyy) = 0,

V (T, x, y) = (y − g(x))2,
(5.10)

where

H(x, y, Vx, Vy, Vxx, Vxy, Vyy) = b(x, y)Vx − b̂(x, y)Vy +
1

2
σ(x, y)2Vxx

+ inf
z∈U

{−σ(x, y)σ̂(x, y, z)Vxy +
1

2
σ̂(x, y, z)2Vyy}.

(5.11)

Theorem 4.3 tells us that the weak solvability of (5.1) is equivalent to the following problem:

For each x ∈ lR, find a y ∈ lR, such that

V (0, x, y) = 0. (5.12)

Recall that (see [6, 9, 15, 20]) the nodal set N (V ) of V is defined to be

N (V ) = {(s, x, y) ∈ [0,∞)× lR2
∣∣ V (s, x, y) = 0}. (5.13)
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Thus, (5.1) is solvable if and only if the nodal set N (V ) of V intersects each set of form

{(0, x)} × lR. Here, we should note that the value function actually depends on the time

duration T > 0. Now, let us set

v(t, x, y) = V (T − t, x, y), (t, x, y) ∈ [0, T ]× lR× lR. (5.14)

Then, v is the unique viscosity solution of the following (see [7]):
vt −

1

2
σ(x, y)2vxx − b(x, y)vx + b̂(x, y)vy

− inf
z∈U

{−σ(x, y)σ̂(x, y, z)vxy +
1

2
σ̂(x, y, z)2vyy} = 0,

v(0, x, y) = (y − g(x))2.

(5.15)

The advantage of (5.15) is that this problem is posed on (0,∞)× lR× lR, and the solvability

of (5.1) over any [0, T ] is equivalent to the following statement: For any (t, x) ∈ [0,∞)× lR,

there exists a y ∈ lR, such that

v(t, x, y) = 0. (5.16)

Clearly, one way to do this is to find a function θ : [0,∞)× lR → lR, such that

v(t, x, θ(t, x)) = 0, ∀(x, t) ∈ [0,∞)× lR; (5.17)

or equivalently,

{(t, x, θ(t, x))
∣∣ (t, x) ∈ [0,∞)× lR} ⊂ N (v). (5.18)

Sometimes, such a hypersurface y = θ(t, x) is called a nodal surface of V (see [6]). In the

rest of this section, we are going to give some intuitive arguments of constructing such a

nodal set. The existence of such a nodal set implies the solvability of the forward-backward

SDE (5.1).

Suppose v(t, x, y) is a classical solution of (5.15) and θ(t, x) is an undetermined smooth

function with

θ(0, x) = g(x), x ∈ lR. (5.19)

We define

w(t, x) = v(t, x, θ(t, x)), (t, x) ∈ (0,∞)× lR. (5.20)

Then,

w(0, x) = 0, x ∈ lR. (5.21)

On the other hand, by (5.20), we have, at (t, x, θ(t, x)), that
wt = vt + vyθt,

wx = vx + vyθx,

wxx = vxx + 2vxyθx + vyyθ
2
x + vyθxx.

(5.22)

Then, by the equation in (5.15), we obtain

0 = wt −
1

2
σ2wxx − bwx − (θt −

1

2
σ2θxx − bθx − b̂)vy

− inf
z∈U

{(σ̂ + σθx)(−σvxy +
1

2
(σ̂ − σθx)vyy)}.

(5.23)
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Here, vy, vxy and vyy are evaluated at (t, x, θ(t, x)), b, b̂ and σ at (x, θ(t, x)) and σ̂ at

(t, x, θ(t, x), z). Now, we take the function θ(t, x) to be the classical solution of the fol-

lowing problem: (assuming, for the time being, such a solution exists) θt −
1

2
σ(x, θ)2θxx − b(x, θ)θx − b̂(x, θ) = 0,

θ(0, x) = g(x).
(5.24)

Further, we assume that

0 ∈ {σ̂(x, θ(t, x), z) + σ(x, θ(t, x))θx(t, x)
∣∣ z ∈ U}. (5.25)

Then, from (5.23)–(5.25), we see that

wt −
1

2
σ2wxx − bwx ≤ 0. (5.26)

Hence, by (5.21) and maximum principle ([19]),

w(t, x) ≤ 0, (t, x) ∈ (0,∞)× lR. (5.27)

However, by definition we know that w(t, x) is nonnegative. Hence, we obtain

v(t, x, θ(t, x)) ≡ w(t, x) = 0, (t, x) ∈ (0,∞)× lR. (5.28)

Thus, θ(t, x) is a nodal surface of v.

§6. Nodal Sets of HJB Equations

In this section, we will make the heuristic arguments given in the previous section rigor-

ously.

First, we recall some standard notations. For any bounded or unbounded region G ⊆ lRn,

we let C(Ḡ) be the set of all bounded continuous functions defined on Ḡ (lRn = lRn) with

the norm

∥w∥C(G) = max
x∈G

|w(x)|, ∀w ∈ C(G).

Then, we let C2(G) be the set of all bounded twice continuously differentiable functions

defined on G with the norm

∥w∥C2(G) = ∥w∥C(G) + ∥wx∥C(G) + ∥wxx∥C(G), ∀w ∈ C2(G).

Here wx and wxx stand for the gradient and the Hessian of w, respectively. For α ∈ (0, 1),

we define C2+α(G) to be the set of all elements in C2(G) such that the second partial

derivatives are Hölder continuous with the exponent α. The norm in C2+α(G) is defined to

be

∥w∥C2+α(G) = ∥w∥C2(G) + sup
x ̸=x′,x,x′∈G

|wxx(x)− wxx(x
′)|

|x− x′|α
.

Next, for any T > 0 and any bounded or unbounded region G ⊆ lRn, denote QT = (0, T )×G.
Let C2+α,1+α/2(QT ) be the space of all functions θ(t, x) which are differentiable in t and

twice differentiable in x with θt and θxx being α/2- and α-Hölder continuous in (t, x) ∈ QT ,

respectively. In C2+α,1+α/2(QT ), we define the norm to be

∥θ∥
C2+α,1+α

2 (QT )
= ∥θ∥C(QT ) + ∥θt∥C(QT ) + ∥θx∥C(Q) + ∥θxx∥C(Q)

+ sup
(t,x),(t′x′)∈Q,(t,x)̸=(t′,x′)

|θt(t, x)− θt(t
′, x′)|+ |θxx(t, x)− θxx(t

′, x′)|
(|x− x′|2 + |t− t′|)α/2

.
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Now, let us make some hypotheses.

(H1) Functions b, b̂, σ are C2(lR2) and g is C2+α(lR) (for some α ∈ (0, 1)) with

∥b∥C2(lR2) + ∥b̂∥C2(lR2) + ∥σ∥C2(lR2) + ∥g∥C2+α(lR) ≤ C. (6.1)

Moreover, there exists a constant ν > 0, such that

σ(x, y)2 ≥ ν, ∀(x, y) ∈ lR2. (6.2)

(H2) Function σ̂ is continuous. For each z ∈ lR, σ̂(·, ·, z) is in C2(lR2) with

∥σ̂(·, ·, z)∥C2(lR2) ≤ CR, ∀|z| ≤ R. (6.3)

(H3) Function σ̂ satisfies

{σ̂(x, y, z)
∣∣ z ∈ lR} = lR, ∀(x, y) ∈ lR2. (6.4)

Remark 6.1. The regularity of b, b̂, σ and σ̂ might be relaxed. In order to do this, some

arguments of [32] should be adopted. Also, the regularity of g can be relaxed as well. In

this case, the solution θ of (5.24) will be less regular near t = 0. We also point out that

(H1)–(H3) imply the state equation (5.7) satisfies (A.1) of §3 (for z ∈ U with U being a

compact set in lR).

The following result concerns the well-posedness of (5.24). A proof can be found in [8,19].

Lemma 6.1. Let (H1) hold. Then, (5.24) admits a unique solution θ(t, x) in C2+α,1+α/2

([0,∞)× lR). In particular, for any T > 0,

sup
x∈lR,t∈[0,T ]

|θx(t, x)| <∞. (6.5)

Now, we come up with the first main result of this section.

Theorem 6.1. Let (H1)–(H3) hold. Let v(t, x, y) be the viscosity solutions of (5.15) and

θ(t, x) be the solution of (5.24). Then, the nodal set N (v) of v(t, x, y) is given by

N (v) = {(t, x, θ(t, x))
∣∣ (t, x) ∈ [0,∞)× lR}. (6.6)

Proof. For any ε > 0, we introduce the following problem:
vεt −

1

2
σ(x, y)2vεxx − b(x, y)vεx + b̂(x, y)vεy

− inf
z∈U

{−σ(x, y)σ̂(x, y, z)vεxy +
1

2
σ̂(x, y, z)2vεyy} − εvεyy = 0,

vε(0, x, y) = (y − g(x))2.

(6.7)

Here, we take U to be a compact set in lR, such that

inf
z∈U

σ̂(x, θ(x, t), z) ≤ σ(x, θ(t, x))θx(t, x) ≤ sup
z∈U

σ̂(x, θ(t, x), z),

∀(t, x) ∈ [0, T ]× lR.
(6.8)

This is possible due to (H3) and the boundedness of σ(x, y) and θx(t, x) (see (6.1) and

(6.5)). Then, we know that (6.7) is a nondegenerate fully nonlinear parabolic equation.

From [18] (see [12] also), we know that there exists a classical solution vε of (6.7). On the

other hand, this vε is the value function of the optimal stochastic control problem similar

to (5.7)–(5.8) in which a term
√
ε/2 dW ′

r is added in the second equation of (5.7) with W ′

being another Brownian motion independent of W . Thus, by [17], we can find a continuous

function K(t, x, y) > 0, independent of ε > 0, such that

vεyy(t, x, y) ≤ K(t, x, y), ∀(t, x, y) ∈ [0,∞)× lR2, ε > 0. (6.9)
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Now, we set

wε(t, x) = vε(t, x, θ(t, x)), (t, x) ∈ [0,∞)× lR. (6.10)

Then, similar to (5.22), we have

wε
t −

σ(x, θ(t, x))2

2
wε

xx − b(x, θ(t, x))wε
x

= inf
z∈U

{(σ̂(x, θ(t, x), z) + σ(x, θ(t, x))θx(x, t))[−σ(x, θ(t, x))vεxy(t, x, θ(t, x))

+
1

2

(
σ̂(x, θ(t, x), z)− σ(x, θ(t, x))θx(t, x)

)
vεyy(t, x, θ(t, x))]}+ εvεyy(x, t, θ(t, x))

≤ εK(t, x, θ(x, t)).

(6.11)

Here, we have used the facts (6.8) and (6.9). Hence, the function wε(t, x) defined by (6.10)

satisfies the following (in the classical sense and thus in the viscosity sense):wε
t −

σ(x, θ(t, x))2

2
wε

xx − b(x, θ(t, x))wε
x ≤ εK(t, x, y),

wε(0, x) = (g(x)− θ(0, x))2 = 0.

(6.12)

On the other hand, by [7], we know that vε(t, x, y) converges to the unique viscosity solution

v(t, x, y) of (5.15) uniformly in any compact sets. Thus, we see that wε(t, x) converges to

w(t, x) = v(t, x, θ(t, x)) uniformly in any compact sets. Then, by [7] again, this w(t, x) is a

viscosity solution of wt −
σ(x, θ(t, x))2

2
wxx − b(x, θ(t, x))wx ≤ 0,

w(0, x) = 0.

(6.13)

Therefore, by a comparison theorem, we must have w(t, x) ≤ 0. But, we know that v(t, x, y)

is nonnegative. Hence, we have

N (v) ⊇ {(t, x, θ(t, x))
∣∣ (t, x) ∈ [0,∞)× lR}. (6.14)

On the other hand, let us set ψ(t, x, y) = 1
2 (y − θ(t, x))2e−αt, (t, x, y) ∈ [0,∞)× lR2, where

α is some constant to be determined. Then an easy computation leads to that

ψt −
σ(x, y)2

2
ψxx − b(x, y)ψx + b̂(x, t)ψy

− inf
z∈U

[−σ(x, y)σ̂(x, y, z)ψxy +
σ̂(x, y, z)2

2
ψyy]

= e−αt
{
(θ − y)

[
− α

2
(θ − y) + θt −

σ(x, y)2

2
θxx − b(x, y)θx − b̂(x, t)

]
− 1

2
θ2xσ(x, y)

2 − inf
z∈U

[σ(x, y)σ̂(x, y, z)θx +
σ̂(x, y, z)2

2
]
}
.

(6.15)

Note that

− inf
z∈U

[σ(x, y)σ̂(x, y, z)θx +
σ̂(x, y, z)2

2
]

= sup
z∈U

{1
2
σ(x, y)2θ2x − [σ(x, y)θx + σ̂(x, y, z)]2

}
≤ 1

2
σ(x, y)2θ2x,
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and that θ satisfies (5.24), we see that the right hand side of (6.15) is no greater than

e−αt
{
(θ − y)

[
− α

2
(θ − y)− (σ(x, y)2 − σ(x, θ)2)

2
θxx

− (b(x, y)− b(x, θ))θx − (̂b(x, y)− b̂(x, θ))
]}
.

(6.16)

The Lipschitz condition and the boundedness of the coefficients immediately yield that the

expression in (6.16) is negative if α is sufficiently large. Therefore we have

ψt −
σ(x, y)2

2
ψxx − b(x, y)ψx + b̂(x, t)ψy

− inf
z∈U

[−σ(x, y)σ̂(x, y, z)ψxy +
σ̂(x, y, z)2

2
ψyy] ≤ 0.

Note that φ(0, x, y) = (y − g(x))2, we conclude that ψ(t, x, y) is a viscosity subsolution of

(5.15) for sufficiently large α. Thus by a comparison theorem we obtain

(y − θ(t, x))2 ≤ v(t, x, y)eαt, ∀(t, x, y) ∈ [0,∞)× lR2, (6.17)

which leads to

N (v) ⊆ {(t, x, θ(t, x))
∣∣ (t, x) ∈ [0,∞)× lR}. (6.18)

Hence, (6.6) follows from (6.14) and (6.18).

The above result together with the results of §4 will give the following

Theorem 6.2. Let (H1)–(H3) hold. Then, for any T > 0 and x ∈ lR, the forward-

backward SDE (5.1) is solvable.

We note that since the optimal (relaxed) controls are not necessarily unique, we do not

have the uniqueness of the solutions of (5.1).

Next result is related to the condition (6.4).

Theorem 6.3. Let (H1)-(H2) hold. Suppose one of the following holds:

(i) The continuity of σ̂ in y is uniform in all its arguments. Moreover, the following

holds:

inf
x,z∈lR

[σ(x, g(x))g′(x) + σ̂(x, g(x), z)]2 > 0; (6.19)

(ii) The following holds:

inf
x,y,z∈lR

[σ(x, y)g′(x) + σ̂(x, y, z)]2 > 0. (6.20)

Then, there exists a T0 > 0, such that for any T ∈ (0, T0], (5.1) is not solvable on [0, T ].

Proof. First, we let (i) holds. Then, there exist a δ > 0 and T0 > 0, such that

inf
t∈[0,T0],x∈lR

[σ(x, y)θx(t, x)) + σ̂(x, y, z)]2 ≥ δ, ∀|y − g(x)| ≤ δ. (6.21)

Then, we can find a function h ∈ C∞(lR2) such that
0 ≤ h(x, y) ≤ 1, (x, y) ∈ lR2,

h(x, g(x)) = 1, ∀x ∈ lR,

h(x, y) = 0, ∀|y − g(x)| ≥ δ.

(6.22)

Now, we define

ψ(t, x, y) = εth(x, y) + (y − g(x))2, (t, x, y) ∈ [0,∞)× lR2, (6.23)
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with ε > 0 being undetermined. Similar to (6.16), we can obtain

ψt −
σ(x, y)2

2
ψxx − b(x, y)ψx + b̂(x, t)ψy

− inf
z∈U

[−σ(x, y)σ̂(x, y, z)ψxy +
σ(x, y)2

2
ψyy

= εh(x, y)− σ(x, y)2

2
εhxx(x, y)t− b(x, y)εhx(x, y)t+ b̂(x, y)εhy(x, y)t

− inf
z∈U

{[σ(x, y)θx(t, x) + σ̂(x, y, z)]2 − σ(x, y)σ̂(x, y, z)εhxy(x, y)t

+
σ̂(x, y, z)

2
εhyy(x, y)t} ≤ 0,

(6.24)

provided ε > 0 is sufficiently small and (t, x) ∈ [0, T0] × lR. Also, we have ψ(0, x, y) =

(y − g(x))2. Hence, it follows that

εh(x, y)t+ (y − θ(t, x))2 ≤ v(t, x, y), (t, x, y) ∈ [0, T0]× lR2. (6.25)

This implies that

N (v)
∩

{(0, T0]× lR2} = ∅. (6.26)

Hence, (5.1) has no solutions on any [0, T ] with T ∈ (0, T0].

Now, in the case (ii) holds, we can similarly prove (6.26) by taking ψ(t, x, y) = εt+ (y −
g(x))2 for some sufficiently small ε > 0.

All the above results are sort of global. We next look at some local results. To this end,

we let x ∈ lR. Define

Tx = sup{t > 0
∣∣ inf
z∈lR

[σ(x, θ(t, x))θx(t, x) + σ̂(x, θ(t, x), z)]2 = 0}, (6.27)

with θ(t, x) being the solution of (5.24). The following result gives a local version of Theorem

6.1.

Theorem 6.4. Let (H1) and (H2) hold. Then,

N (v)
∩

{[0, Tx]× lR2} = {(t, x, θ(t, x))
∣∣ t ∈ [0, Tx] }, ∀x ∈ lR. (6.28)

Consequently, for any x ∈ lR, (5.1) is solvable on [0, Tx] and there exists a δ0 > 0, such that

(5.1) is not solvable on [0, Tx + δ] for any δ ∈ (0, δ0].

The proof is clear.

Remark 6.2. Although we only discussed the case in which all the functions involved

in (5.1) are scalar valued, it is not hard to see that our arguments are good for higher

dimensions. In this case, some assumptions should be accordingly changed. For example,

(6.2) and (6.4) should be replaced respectively by

σ(x, y)σ(x, y)T ≥ νI, ∀(x, y) ∈ lRn × lRm, (6.29)

and

{σ̂(x, y, z)
∣∣ z ∈ lRℓ} = lRm, ∀(x, y) ∈ lRn × lRm, (6.30)

provided we assume x, y and z to be in lRn, lRm and lRℓ. We omit the exact statements

here.
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§7. Discussions

In this section we discuss some interesting implications of our result obtained in the

previous sections.

1. Discussion of the Hypotheses (H1)—(H3)

In order that the conclusion of Theorem 6.2 be true, we assumed several conditions on

the data. Among them, (6.1), (6.3) are regularity conditions, and as we pointed out in

the remark after (H1)—(H3), these conditions can be relaxed if the methodology of [24]

is adopted. The condition (6.4) is in some sense standard as long as a backward equation

is involved. In fact, even in the pure backward case (cf. [23, 24]), this condition was

also posed so that the process Z can be solved via the martingale representation theorem.

From Theorem 6.4, we see that condition (6.4) is very close to a necessary condition for

the solvability of (5.1) on any [0, T ] and any x ∈ lR. However, the seemingly artificial

non-degeneracy condition of σ (6.2), which guarantees that the PDE (5.24) has a classical

solution, seems unremovable. A counterexample can be found in [1], in which σ ≡ 0 and the

forward-backward equation with the type of (5.2) is not solvable for T ≥ 1. Therefore, in

order to make the forward-backward equation (5.1) solvable, it is necessary that the forward

diffusion process is “random enough”. We should say that the nondegeneracy of σ(x, y) and

the condition (6.4) represent the essential solvability feature of our forward-backward SDE

(5.1). As a matter of fact, if, say, σ and σ̂ are both identically zero, then (5.1) is reduced

to a two-point boundary value problem. We know that in general it may have no solutions

([2]).

2. The Existence of Ordinary Adapted Solutions

As we pointed out in §1, the only reason that we use the wider-sense (or relaxed) solution

for the forward-backward SDEs is to guarantee that the optimal control exists, which is

essential to our scheme. Therefore, it would be nice to know when the ordinary solution of

the forward-backward equation exists. The result of [24] shows that under some restrictive

conditions on data, the forward-backward equation (5.1) and (5.2) has a unique ordinary

solution when T is small enough. Using the equivalent relations (Theorems 6.2 and 6.3),

we see that this implies that the Problem (C) will have an ordinary optimal control which

is even unique. However, when T is large, whether the relaxed control problem (C) will

have an ordinary optimal control is a quite challenging problem in general. But in some

special cases, it is still workable. Let us take the forward-backward equation (5.1), with an

assumption that σ̂(x, y, z) ≡ z, as an example.

Recall from (6.1) that g is bounded. Then it is easily seen that there exists a compact

set U ⊂ lR such that for each (t, x) ∈ [0, T ]× lR, 0 ∈ {z + σ(t, θ(t, x))θx(t, x)|z ∈ U}. From
the proof of Theorem 6.3, this is sufficient for us to conclude that v(t, x, θ(t, x)) = 0 for any

(t, x) ∈ [0, T ]× lR.

Now let us take this compact set U to set up an ordinary control problem with the state

equation (5.7) with σ̂(x, y, z) ≡ z, and cost functional (5.8). Note that now σ is linear in z,

so one can show by a similar technique as we used in §3 and §4 that the ordinary optimal

control exists (modulo a change of probability space). Therefore the SDE (5.1) will have an

ordinary adapted solution (X,Y, Z), with Z taking value in a compact set! Such a result
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seems hard to be obtained by using the martingale representation theorem. It is evident

that this scheme will also work for all forward-backward SDEs that are linear in Z, as long

as a suitable compact set can be found a priori from the study of Problem (N).

3. Solvability of SDEs and Controllability

Another interesting implication of our results, which does not seem possible to argue

by using a contraction mapping theorem, is the non-solvability of the forward-backward

SDEs. Theorem 6.3 provides a non-existence result which basically says that it is possible

that for some T > 0, (5.1) is solvable over [0, T ], but not solvable over any [0, S] with

S < T . In other words, even if the time duration is small, (5.1) can still be unsolvable if the

coefficients are not well-matched. Therefore, it describes a deeper feature of the solvability

of forward-backward SDEs that is so far undiscovered. One can check that all the known

cases (cf. e.g., [1, 24]) in which an adapted solution exists are actually in the complement

of this case (see condition (6.20)). This phenomenon is, however, quite natural if we look at

it from other points of view; for instance, as a boundary value problem of linear ordinary

differential equations (see [2], for example); or as a controllability problem. It is known (cf.

[21]) that it is possible that the considered systems is completely controllable but not small

time controllable. Therefore, there may be some kind of waiting time before hitting a target

becoming possible.

4. The Nodal Sets

To our best knowledge, in most of the literatures concerning nodal sets of the solutions to

PDEs, people mainly focused on the estimates of the upper bound of the size of nodal sets

in terms of Hausdorff measure (see [9,15,20] and also [4,5,13]). In this paper, we actually

addressed the problem in terms of the non-emptyness and the shape of a nodal set. We have

constructed such a nodal set for the viscosity solution to a certain class of HJB equations.

We also believe that the study of the nodal sets for solutions to general nonlinear degenerate

elliptic and parabolic PDEs would be very interesting; and some more investigation will be

made along this line in our future publications.
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