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Abstract

The second order elliptic differential equations

L1(y;x) =
n∑

i,j=1

Di[Aij(x)Djy] + p(x)f(y) = 0 (1.1)

and
L2(y;x) = ∆y + p(x)|y|γsigny = 0, 1 ̸= γ > 0 (1.2)

are considered in an exterior domain Ω ⊂ Rn , n ≥ 2, where p can chang sign. Some new
sufficient conditions for the oscillation of solutions of (1.1) and (1.2) are established.
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§1. Introduction

Oscillation theory for elliptic differential equations with variable coefficients has been

extensively developed in recent years by many authors (see e.g., Allegretto[1,2], Bugir[2],

Fiedler[5], Kitamura and Kusano[7], Kura[4] Kusano and Naito[10], Naito and Yoshida[12],

Noussair and Swanson[13,14], Swanson[15,16] and the references cited therein). In this paper,

we are concerned with the oscillatory behavior of solutions of second order elliptic differential

equations

L1(y;x) =
n∑

i,j=1

Di[Aij(x)Djy] + p(x)f(y) = 0 (1.1)

and

L2(y;x) = ∆y + p(x)|y|γsigny = 0, 1 ̸= γ > 0 (1.2 )

with alternating coefficients.

As usual, points in n-dimensional Euclidean space Rn will be denoted by x = (x1, x2, · · · ,
xn), the Euclidean length of x is denoted by |x|, and differentiation with respect to xi is

denoted by Di, i = 1, 2, · · · , n.
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We denoted by ∆ the n-dimensional Laplace operator.

Definition 1.1. For Ω ⊂ Rn, µ ∈ (0, 1), a function y ∈ C2+µ
loc (Ω) which satisfies (1.1) for

all x ∈ Ω is called a solution of (1.1) in Ω.

In this paper we will consider (1.1) in an exterior domain Ω ⊂ Rn, that is, a domain which

contains the complement of some n-ball. Regarding the question of existence of solutions of

(1.1) we refer the reader to the monograph [6].

Definition 1.2. A nontrivial solution y of (1.1) is said to be oscillatory in Ω if the set

{x ∈ Ω : y(x) = 0} is unbounded. Then equation (1.1) is called oscillatory in Ω if every

solution of (1.1) is oscillatory in Ω.

The purpose of this paper is to establish some new sufficient conditions for the oscillation

of solutions of (1.1) and (1.2) in Ω. In section 2 we use the method of Riccati transformation

developed by Noussair and Swanson[13] to reduce the problem of oscillation for (1.1 ) to that

for some ordinary differential equations. By doing so we obtain some new oscillation criteria

for (1.1). Section 3 contains some new oscillation criteria for (1.2) when p has a variable

sign. To the best of our knowledge very little is known about the oscillation of (1.2) when

p has a variable sign, especially, in the superlinear case.

§2. Oscillation Criteria for Equation (1.1)

Throughout this section we assume that the following conditions holds:

(A1) f ∈ C(R)
∪
C1(R\{0}), f(−r) = −f(r), r > 0, f(r) > 0, f ′(r) ≥ k > 0 for r > 0;

(A2) p ∈ Cµ
loc(Ω), 0 < µ < 1;

(A3) A(x) = (aij(x)) is a real symmetric positive definite matrix function with aij ∈
C1+µ

loc (Ω), i, j = 1, 2, · · · , n, and µ ∈ (0, 1).

Denote by ρmax(x) the largest eigenvalue of A(x). We suppose that there is a positive

function λ ∈ C1((0,∞)) such that λ(r) ≥ max
|x|=r

ρmax(x). Let y be a positive solution of (1.1)

in Ω
∪
Gb, where Gb = {x ∈ Rn : 0 ≤ b < |x| < ∞}. Since Ω is an exterior domain, for

suitably large b, Gb ⊂ Ω. Define

w(x) = − a(|x|)
f(y(x))

(A(x)▽ y) (2.1)

and

ŵ(x) = w(x) +
λ(|x|)
2k

a′(|x|)n(x), (2.2)

where a ∈ C2(0,∞) is an arbitrary positive function, ▽y denotes the gradient of y, n(x) =
x
|x| , x ̸= 0, denotes the outward unit normal. By direct calculation we get

div ŵ(x) ≥ div
λ(r)

2k
a′(r)n(x) + a(r)p(x)− λ(r)[a′(r)]2

4ka(r)
+

k

a(r)λ(r)
|ŵ(x)|2, (2.3)

where r = |x|.
Lemma 2.1. Let y be a positive solution of (1.1) in Gb . Put

z(r) =

∫
Sr

ŵ∗(x)n(x)dσ, r > b, (2.4)

where Sr = {x ∈ Rn : |x| = r}, r > 0, dσ denotes the spherical integral element in Rn, and
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ŵ∗(x) is the transpose of ŵ(x). Then z satisfies the Riccati inequality

z′(r) ≥ p̂(r) + h(r)z2(r), (2.5)

where

p̂(r) =

∫
Sr

[
a(|x|)p(x)− λ(|x|)[a′(|x|)]2

4ka(|x|)

]
dσ + L′(r),

L(r) =
ω

2k
λ(r)a′(r)rn−1,

h(r) =
k

ω

r1−n

a(r)λ(r)
> 0,

ω = the surface measure of unit sphere. (2.6)

Proof. Using Green’s formula in (2.4) we get

z′(r) =
d

dr

(∫
Sr

ŵ∗(x)n(x)dσ

)
=

∫
Sr

div ŵ∗(x)dσ.

In view of (2.3), it follows that

z′(r) ≥
∫
Sr

div
λ(r)

2k
a′(r)n∗(x)dσ +

∫
Sr

[
a(r)p(x)− λ(r)[a′(r)]2

4ka(r)

]
dσ

+

∫
Sr

k|ŵ(x)|2

a(r)λ(r)
dσ. (2.7)

By the Cauchy-Schwartz inequality∫
Sr

|ŵ(x)|2dσ ≥ r1−n

ω

[∫
Sr

ŵ∗(x)n(x)dσ

]2
=

r1−n

ω
z2(r),

and by Green’s formula∫
Sr

div
λ(r)

2k
a′(r)n∗(x)dσ =

d

dr

[∫
Sr

λ(r)

2k
a′(r)n∗(x)n(x)dσ

]
=

d

dr

[
λ(r)

2k
a′(r)ωrn−1

]
= L′(r).

Thus, (2.7) reduces to (2.5).

We now establish the main result of this section.

Theorem 2.1. If the second order differential equation[ 1

h(r)
y′(r)

]′
+ p̂(r)y(r) = 0 (2.8)

is oscillatory then so is (1.1) in Ω ,where h(r) and p̂(r) are as defined in (2.6).

Proof. Assume the contrary, and let y be a positive solution of (1.1) in Gb. Then z

satisfies

z′(r) ≥ p̂(r) + h(r)z2(r), r > b. (2.9)

Consequently (see [17]) (2.8) has a nonoscillatory solution, which is a contradiction.

Remark 2.1. Noussair and Swanson (see [13, Theorem 4]) have shown that the condi-

tions ∫ ∞

τ

h(r)dr = ∞ (2.10)
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and ∫ ∞

τ

p̂(r)dr = ∞ (2.11)

are sufficient for the oscillation of (1.1) in Ω. Obviously, if (2.10) and (2.11) hold then (2.8)

is oscillatory (see [11]), and hence it follows from Theorem 2.2 that (1.1) is oscillatory in Ω.

Thus, Theorem 4 in [13] is included in Theorem 2.2.

Now we consider the case when (2.10) holds and

lim
t→∞

∫ t

T

p̂(r)dr < ∞. (2.12)

We put 

Q(t) =

∫ ∞

t

p̂(r)dr, A0(t) = Q(t),

A1(t) =

∫ ∞

t

h(r)A2
0+(r)dr,

· · · · · · ,

Am(t) =

∫ ∞

t

h(r)[{A0(r) +Am−1(r)}+]2dr, m = 2, 3, · · · ,

(2.13)

where f+(t) = max{f(t), 0}, and prove the following:

Theorem 2.2. Suppose that (2.10) and (2.12) hold. Then each of the following conditions

imply the oscillation of (1.1) in Ω:

(i) there exists an integer m ≥ 1 such that A0(t), A1(t), · · · , Am−1(t) exist and Am(t)

does not exist;

(ii) Ai(t), i = 0, 1, 2, · · · , exists and for each T there exists a t∗ ≥ T such that

lim
m→∞

Am(t∗) = ∞.

Proof. We can use Theorem 2.2 of Yan[19] to conclude that (2.8) is oscillatory in Ω.

Theorem 2.3. In addition to (2.10) and (2.12), suppose there exists a positive twice

continuously differentiable function a defined on (0,∞) such that the inequality∫ ∞

T

{∫
Sr

[
a(r)p(x)− λ(r)a′

2
(r)

4ka(r)

]
dσ + L′(r)

}
dr

≥ k0∫ T

τ
kr1−n

ωa(r)λ(r)dr
, k0 >

1

4
, 0 < τ < T, (2.14)

holds. Then (1.1) is oscillatory in Ω.

Proof. As in [19] we can show that lim
m→∞

Am(T ) = ∞. Thus, Theorem 2.3 follows from

Theorem 2.2.

Corollary 2.1. Suppose that (2.10) holds and that

lim
t→∞

{∫
G(T,t)

[
a(|x|)p(x)− λ(|x|)[a′(|x|)]2

4ka(|x|)

]
dσ +

ω

2k
tn−1a′(t)λ(t)− ω

2k
Tn−1a′(T )λ(T )

}
≥ k0∫ T

τ
kr1−n

ωa(r)λ(r)dr
. (2.15)

Then (1.1) is oscillatory in Ω. Here G(T, t) = {x ∈ Rn : T < |x| < t}.
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Remark 2.2. Corollary 2.1 improves Theorem 4 in [13].

The following is an oscillation criterion for the equation

∆y + p(x)y = 0. (2.16)

Corollary 2.2. Suppose that the conditions

lim
t→∞

∫ t

T

[r ln rpm(r)− 1

4r ln r
]dr ≥ k0ω

ln(lnT )
, n = 2, (2.17)

and

lim
t→∞

∫ t

T

[
rpm(r)− (n− 2)2

4r

]
dr ≥ k0ω

lnT
, n ≥ 3, (2.18)

where

pm(r) =
1

ω(Sr)

∫
Sr

p(x)dσ, k0 >
1

4
(2.19)

hold. Then (2.16) is oscillatory in Ω.

Proof. The assertion of Corollary 2.2 follows from that of Corollary 2.1 if we choose

a(r) =

{
ln r for n = 2,
r2−n for n ≥ 3.

(2.20)

Remark 2.3. Corollary 2.2 improves some results in [13] and [18] given for (2.16).

Remark 2.4. In case (2.10) holds and

lim
t→∞

∫ t

T

p̂(r)dr does not exist, (2.21)

we can obtain some oscillation criteria for (1.1) by using the method given in [4]. We omit

the details.

Finally we consider the case when instead of (2.10) we have∫ ∞

T

r1−n

a(r)λ(r)
dr < ∞. (2.22)

Let

u = s(t) =

(∫ ∞

t

h(r)dr

)−1

=

(
k

ω

∫ ∞

t

r1−n

a(r)λ(r)
dr

)−1

.

Since s is a monotone increasing function, s−1 exists. Note that

du

dt
= u2h(s−1(u)).

Now set

v(u) = − 1

u
+

1

u2
z(s−1(u)), (2.23)

where z satisfies (2.5). From (2.23) it follows that

dv

du
=

1

u2
− 2z

u3
+

1

u2

dz

du
. (2.24)

Since
dz

du
=

dz

dt

dt

du
≥ (p̂(t) + h(t)z2(t))

1

u2h(s−1(u))
, (2.25)

by substituting this into (2.24) we get the following Riccati inequality

dv(u)

du
≥ v2(u) +

p̂(s−1(u))

u4h(s−1(u))
. (2.26)
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Now from (2.26) we deduce the following result.

Theorem 2.4. Suppose that there exists a positive twice continuously differentiable func-

tion a on (0,∞) satisfying (2.22). If

lim
t→∞

∫ t

T

p̂(s−1(τ))

τ4h(s−1(τ))
dτ ≥ k0

T
, k0 >

1

4
, (2.27)

then (1.1) is oscillatory in Ω.

Remark 2.5. In case lim
t→∞

∫ t

T
h(r)dr does not exist, we can derive some oscillation creteria

for (1.1) by using the method given in [20]. We omit the details.

§3. Oscillation of Equation (1.2)

First we consider a generalized sublinear equation

∆y(x) + p(x)f(y) = 0, x ∈ Ω, (3.1)

and prove the following

Lemma 3.1. Assume that

(i) f ∈ C(R)
∪
C1(R\{0}), f(r) > 0 for r > 0, f(−r) = −f(r);

(ii) p ∈ Cµ
loc(Ω), 0 < µ < 1;

(iii) 0 <
∫ ε

0
du
f(u) < ∞, 0 <

∫ 0

−ε
du
f(u) < ∞ for every ε > 0;

(iv) there exists c > 0 such that

F ′′(t)F (t)

[F ′(t)]2
≤ −1

c
, (3.2)

where F (t) =
∫ t

0
du
f(u) , t > 0. For a positive solution y of (3.1) in Gb and an arbitrary function

m ∈ C2(0,∞), put u(x) = mν(r)y(x) with

ν =
1

1 + c
< 1. (3.3)

Then u satisfies

∆u(x) +mν(r)p(x) ≤ −1

c

n∑
i=1

mν−2(r)
1

F

[
mF ′ ∂y

∂xi
− (1− ν)m′Fxi

r

]2
+ νmν−1F−1

[
n− 1

r
m′ +m′′

]
, x ∈ Gb. (3.4)

Proof. By directly calculating ∆u(x) we have

∆u(x) +mν(r)p(x)

=
n∑

i=1

{
mνF ′′(

∂y

∂xi
)2 + ν(ν − 1)mν−2Fm′2x

2
i

r2
+ 2νmν−1F ′m′xi

r

∂y

∂xi

}
+ νmν−1F−1

(
n− 1

r
m′ +m′′

)
.

From (3.2) and (3.3)

F ′′(t) ≤ −1

c

1

F (t)
F ′2(t), c =

1− ν

ν
.
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Therefore

∆u(x) +mν(r)p(x) ≤ −1

c

n∑
i=1

mν−2 1

F

[
mF ′ ∂y

∂xi
− (1− ν)m′F

xi

r

]2
+ νmν−1F−1

(n− 1

r
m′ +m′′

)
.

Now we establish the following result.

Theorem 3.1. Suppose that (i)-(iv) and (3.3) hold. If there exists a function m such

that 
m(r) > 0, m ∈ C2(0,∞),

n− 1

r
m′(r) +m′′(r) ≤ 0, r > 0

(3.5)

and ∫ ∞
rmν(r)pm(r)dr = ∞, (3.6)

then equation (3.1) is oscillatory in Ω.

Proof. Suppose that y is a positive solution of (3.1) in Gb. Using Lemma 3.1 we have

∆u(x) +mν(r)p(x) ≤ 0, u(x) > 0, x ∈ Gb.

If

um(r) =
1

ω(sr)

∫
Sr

u(x)dσ, (3.7)

then
d

dr

[
rn−1 d

dr
um(r)

]
= rn−1 1

ω(sr)

∫
Sr

∆u(x)dσ

≤ −rn−1mν(r)pm(r). (3.8)

First, we suppose that n = 2, in which case equation (3.8) reduces to

− d

dr

[
r
d

dr
um(r)

]
≥ rmν(r)pm(r). (3.9)

Integrating (3.9) from t0 to t we have

−tu′
m(t) + t0u

′
m(t0) ≥

∫ t

t0

rmν(r)pm(r)dr.

From assumption (3.6), it follows that there exist K1 > 0 and T > t0 such that

−tu′
m(t) ≥ K1 for t ≥ T,

which leads to lim
t→∞

um(t) = −∞, which contradicts the fact that um(t) > 0.

Now we suppose that n ≥ 3. We use the Liouville transformation

r = β(s) = (ls)l, U(s) = sum(β(s)), l =
1

n− 2
. (3.10)

By a straight forward calculation, from (3.8) we obtain

−U ′′(s) ≥ l2

s
mν(β(s))pm(β(s))β2(s). (3.11)

Now we integrate (3.11) and get

−U ′(s) + U ′(s0) ≥
∫ s

s0

l2

σ
mν(β(σ))pm(β(σ))β2(σ)dσ.
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Setting β(σ) = τ in the integration, then we get

−U ′(s) + U ′(s0) ≥ l

∫ r

a

τmν(τ)pm(τ)dτ, (3.12)

where a = β(s0), r = β(s) and l > 0.

In view of conditions (3.6), (3.12) implies

−U ′(s) ≥ 1 for all large s,

and so

U(s) → −∞ as s → +∞,

which is a contradiction. Thus equation (3.1) is oscillatory in Ω.

Corollory 3.1. Suppose that (iii) holds and 0 < γ < 1. If∫ ∞
r lnγ rPm(r)dr = ∞, for n = 2,

and ∫ ∞
rPm(r)dr = ∞, for n ≥ 3,

then equation (1.2) is oscillatory in Ω.

Proof. In (3.1) we choose f(y) = |y|γsgny, ν = γ, 0 < γ < 1 and

m(r) =

{
ln r for n = 2,
1 for n ≥ 3.

Then m(r) satisfies (3.5) and hence the conclusion follows from Theorem 3.1.

Remark 3.1. Corollory 3.1 extends Theorem 1 in [16] when 0 < γ < 1, where p(x) ≥ 0

is required.

Now we consider equation (1.2) with γ > 1.

Let y be a positive solution of (1.2) in Gb and let

u(x) = [y(x)]1−γ . (3.13)

By a direct calculation, we get

∆u(x) = γ0p(x) + γ1

n∑
i=1

1

u

( ∂u

∂xi

)2

, (3.14)

where γ0 = γ − 1, γ1 = γ
γ−1 > 1. Put

W1(r) =

∫
Sr

u(x)dσ, m(r, u) =
W1(r)

ωrn−1
. (3.15)

Then

d

dr
[rn−1m′(r, u)] =

1

ω

∫
Sr

∆udσ

and hence

d

dr
[rn−1m′(r, u)] =

γ0
ω

∫
Sr

p(x)dσ +
γ1
ω

∫
Sr

n∑
i=1

1

u

( ∂u

∂xi

)2

dσ. (3.16)

Lemma 3.2. If y is a positive solution of equation (1.2) in Gb, then W1 defined in (3.15)
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satisfies

W ′
1(r) ≤

n− 1

r
W1(r) +

√
W1(r)

√√√√ n∑
i=1

∫
Sr

1

u

( ∂u

∂xi

)2

dσ, r > b (3.17)

and

W1(r) ≤
( r

r0

)n−1

√W1(r0) +
1

2

∫ r

r0

(r0
τ

)n−1
2

√√√√ n∑
i=1

∫
Sτ

1

u

( ∂u

∂xi

)2

dσdτ

2

. (3.18)

Proof. Since W1(r) =
∫
Sr
u(x)dσ, we have

W ′
1(r) =

n− 1

r
W1(r) +

∫
Sr

n∑
i=1

∂u

∂xi

xi

r
dσ.

By the Cauchy-Schwartz inequality∫
Sr

∂u

∂xi

xi

r
dσ ≤

√∫
Sr

1

u

( ∂u

∂xi

)2

dσ

√∫
Sr

u
x2
i

r2
dσ.

Hence

n∑
i=1

∫
Sr

∂u

∂xi

xi

r
dσ ≤

√√√√ n∑
i=1

∫
Sr

1

u

( ∂u

∂xi

)2

dσ

√√√√ n∑
i=1

∫
Sr

u
x2
i

r2
dσ

=
√
W1(r)

√√√√ n∑
i=1

∫
Sr

1

u

( ∂u

∂xi

)2

dσ

and

W ′
1(r) ≤

n− 1

r
W1(r) +

√
W1(r)

√√√√ n∑
i=1

∫
Sr

1

u

( ∂u

∂xi

)2

dσ.

We let z2(r) = W1(r), and get

z′(r) ≤ n− 1

2r
z(r) +

1

2

√√√√ n∑
i=1

∫
Sr

1

u

( ∂u

∂xi

)2

dσ

and

z(r) ≤
(

r

r0

)n−1
2

z(r0) + 1

2

∫ r

r0

( τ

r0

)−n−1
2

√√√√ n∑
i=1

∫
Sτ

1

u

( ∂u

∂xi

)2

dσ dτ

 .

Thus

W1(r) ≤
(

r

r0

)n−1
√W1(r0) +

1

2

∫ r

r0

( τ

r0

)−n−1
2

√√√√ n∑
i=1

∫
Sτ

1

u

( ∂u

∂xi

)2

dσ dτ

2

,

and the proof of the lemma is complete.

Theorem 3.2. Let n = 2 and p ∈ Cµ
loc(Ω), µ ∈ (0, 1). If

lim inf
t→∞

1

t

∫ t

r0

1

r

∫ r

r0

τ ln τpm(τ)dτdr > 0, (3.19)

then equation (1.2) with γ > 1 is oscillatory in Ω .
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Proof. Suppose the contrary and assume without loss of generality that there exists a

positive solution y of (1.2) in Gb. With u(x),W1(r) and m(r) defined in (3.3) and (3.15) we

get, for n = 2, from (3.16) the following

d

dr
[rm′(r, u)] =

γ0
ω

∫
Sr

p(x)dσ +
γ1
ω

∫
Sr

2∑
i=1

1

u

( ∂u

∂xi

)2

dσ, r > b. (3.20)

Multipling both sides of (3.20) by ln r and integrating from r0 to r we get

r ln rm′(r, u)−m(r, u)− c0

=
γ0
ω

∫ r

r0

ln τ

∫
Sτ

p(x)dσdτ +
γ1
ω

∫ r

r0

ln τ

∫
Sτ

2∑
i=1

1

u

( ∂u

∂xi

)2

dσdτ, (3.21)

where c0 = r0 ln r0m
′(r0, u)−m(r0, u).

Divide both sides of (3.21) by r, integrate from r0 to t and finally divide by t to get

ln t

t
m(t, u)− 2

t

∫ t

r0

m(r, u)

r
dr − c0

t
ln

t

r0
− c2

t

=
γ0
ω

1

t

∫ t

r0

1

r

∫ r

r0

τ ln τ

∫
Sτ

p(x)dσdτdr

+
γ1
ω

1

t

∫ t

r0

1

r

∫ r

r0

ln τ

∫
Sτ

2∑
i=1

1

u

( ∂u

∂xi

)2

dσdτdr, (3.22)

where c2 = ln r0m
′(r0, u).

Using the Cauchy-Schwartz inequality in (3.18) we have

W1(r) ≤
r

r0

√
W1(r0) +

1

2

[∫ r

r0

√
r0
τ

√√√√ 2∑
i=1

∫
Sτ

1

u
(
∂u

∂xi
)2dσdτ

]2
≤ r

r0

√
W1(r0) +

r0
2

[∫ r

r0

1√
τ ln τ

√√√√ln τ
2∑

i=1

∫
Sτ

1

u
(
∂u

∂xi
)2dσdτ

]2
≤ r

r0

{√
W1(r0) +

r0
2

∫ r

r0

dτ

τ ln τ

∫ r

r0

ln τ
2∑

i=1

∫
Sτ

1

u

( ∂u

∂xi

)2

dσ dτ

}

= r

{√
W1(r0)

r0
+

1

2
ln
( ln r

ln r0

)∫ r

r0

ln τ
2∑

i=1

∫
Sτ

1

u

( ∂u

∂xi

)2

dσ dτ

}
, r > b.

(3.23)

We now consider two cases:

Case (i) ln τ
∫
sτ

2∑
i=1

1
u

(
∂u
∂xi

)2

dσ ∈ L(0,∞).

Then there exists a constant K > 0 such that∫ r

r0

ln τ

∫
Sτ

2∑
i=1

1

u

( ∂u

∂xi

)2

dσdτ < K, (3.24)

and hence from (3.23) we have

W1(r) ≤ r

{√
W1(r0)

r0
+

K

2
ln
( ln r

ln r0

)}
.
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So

0 ≤ m(r, u) =
W1(r)

ωr
≤ 1

ω

{√
W1(r)

r0
+

K

2
ln
( ln r

ln r0

)}
.

Thus

lim
t→∞

1

t
ln t ·m(t, u) = 0.

From (3.24) it follows that

lim
t→∞

1

t

∫ t

r0

1

r

∫ r

r0

ln τ

∫
Sτ

2∑
i=1

1

u

( ∂u

∂xi

)2

dσ dτ dr = 0.

From (3.22) we have

lim
t→∞

1

t

∫ t

r0

1

r

∫ r

r0

τ ln τpm(τ)dτ dr = 0,

which contradicts (3.19).

Case (ii)

ln τ

∫
Sτ

2∑
i=1

1

u

( ∂u

∂xi

)2

dσ ̸∈ L(0,∞). (3.25)

We define

Φ(t) =

∫ t

r0

1

r

∫ r

r0

ln τ

2∑
i=1

∫
Sτ

1

u

( ∂u

∂xi

)2

dσ dτ dr.

From (3.22)

γ0
ω

1

t

∫ t

r0

1

r

∫ r

r0

τ ln τpm(τ)dτdr

= −1

t

[γ1
ω
Φ(t) + 2

∫ t

r0

m(r, u)

r
dr ln t ·m(t, u)

]
− c0

t
ln

t

r0
− c2

t
. (3.26)

Now if

lim sup
t→∞

[γ1
ω
Φ(t) + 2

∫ t

r0

m(r, u)

r
dr − ln t ·m(t, u)

]
≥ 0, (3.27)

then by (3.26)

lim inf
t→∞

1

t

∫ t

r0

1

r

∫ r

r0

τ ln τpm(τ)dτdr ≤ 0,

which contradicts (3.19). And if (3.27) does not hold, then for t sufficiently large we have{γ1
ω
Φ(t) + 2

∫ t

r0

m(r, u)

r
dr − ln t ·m(t, u)

}
< 0. (3.28)

Therefore

γ1Φ(t) ≤ ω ln t ·m(t, u) =
ln t

t
W1(t) (3.29)
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and

√
(tΦ′(t))′

tΦ′(t)

√
tΦ′(t)

tΦ(t)
=

√√√√√ ln t
∫
St

2∑
i=1

1
u

(
∂u
∂xi

)2
dσ

tΦ(t)

≥ √
γ1

W ′
1(t)− 1

tW1(t)

w1(t)

=
√
γ1

(W ′
1(t)

W1(t)
− 1

t

)
. (3.30)

From (3.25), it follows that Φ(t) → ∞ as t → ∞. Thus, for a sufficiently large t1 we get

Φ(t1) ≥ 1. Integrating (3.30) from t1 to t and using the Cauchy-Schwartz inequality in the

left side, we have √
ln

tΦ′(t)

t1Φ′(t1)

√
lnΦ(t) ≥ √

γ1 [lnW1(t)− ln t]

≥ √
γ1 [lnΦ(t)− ln ln t]

or

tΦ′(t) ≥ c3
Φγ1(t)

(ln t)2γ1
, c3 = t1Φ

′(t1). (3.31)

Integrate (3.31) from T to t, T ≥ t1, to get

1

1− γ1

[ 1

Φγ1−1(t)
− 1

Φγ1−1(T )

]
≥ c3

1− 2γ1

[ 1

(ln t)2γ1−1
− 1

(lnT )2γ1−1

]
.

Since γ1 > 1 and Φ(t) → ∞ as t → ∞,

Φ(T ) ≤ c4(lnT )
2γ1−1
γ1−1 , c4 =

[ 2γ1 − 1

c3(γ1 − 1)

] 1
γ1−1

. (3.32)

We want to show that

lim inf
t→∞

ln t

t
m(t, u) = 0. (3.33)

In case (3.33) does not hold, there exists a c5 > 0 such that

ln t

t
m(t, u) ≥ c5 for all sufficiently large t.

Then

W1(t) ≥ c5ω
t2

ln t
.

From (3.23)

c5ω
t2

ln t
≤ W1(t) ≤ t

{√
W1(r0)

r0
+

1

2
ln
( ln t

ln r0

)
tΦ′(t)

}
,

so

Φ′(t) ≥ c5ω

ln t ln
(

ln t
ln r0

) ,
or

Φ(t) ≥ Φ(t4) +
c5ω

ln t ln( ln t
ln r0

)
(t− t4), t ≥ t4. (3.34)
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This contradicts (3.32). Thus (3.33) must hold. From (3.26) we have

lim inf
t→∞

1

t

∫ t

r0

1

r

∫ r

r0

τ ln τpm(τ)dτdr ≤ 0,

which contradicts (3.19). Hence equation (1.2) is oscillatory in Ω.

§4. Discussion, an Open Problem

Example 4.1. Consider the linear equation

∆y + p(r)y = 0, n = 2, (4.1)

where

p(r) =
1

4r2 ln2 r
+

sin r

r ln r
.

Here no matter how we choose a(r), it is impossible to have∫ ∞ dr

ra(r)
= ∞

and ∫ ∞
p̂(r)dr = ∞ simultaneously.

Thus, the results in [13] cannot apply to (4.1) . But if we take a(r) = ln r, then p̂(r) = sin r

is a periodic function. Moreover

−∞ < lim inf
T→∞

∫ T

p̂(r)dr and

∫ ∞ dr

ra(r)
= ∞

hold. Thus by Theorem 2.1 and a known result for (2.8) in [4] equation (4 .1) is oscillatory

in an exterior domain Ω.

Example 4.2. Consider the superlinear equation

∆y +
2 + sin r + 3r cos r − r2 sin r

r ln r
|y|γsgny = 0, n = 2, γ > 1. (4.2)

Then

pm(r) =
2 + sin r + 3r cos r − r2 sin r

r ln r
is an alternating function. So Theorem 1 in [16] does not ensure the oscillation of equation

(4.2) in an exterior domain Ω. Since

lim inf
t→∞

1

t

∫ t

t0

1

r

∫ r

t0

τ ln τpm(τ)dτ dr = 1 > 0,

it follows from Theorem 3.2 that equation (4.2) is oscillatory in Ω. For n ≥ 3, to the best

of our knowledge, there is no corresponding result, and thus it remains an open problem.
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