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Abstract

This paper deals with a free boundary problem that arises in ground freezing, where both
the heat conduct and the mass transfer are taken into account. The authors obtain the local
and global existence for the problem under some assumptions.
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§1. Introduction

The ground freezing process in cold regions can be described mathematically as a Stefan-

type free boundary problem with both heat conduct and mass transfer in the porous media.

The relevance of the problem with high technology engineering and human life has been

stressed in a number of international conferences[1]. Here we are interested in the follwoing

mathematical model, which is quoted from [3].

Let x denote the downwards-directed coordinate. Suppose the freezing front is given by

an unknown function x = Γ(t), the region 0 < x < Γ(t) is totally frozen, and no ice is

present in the region x > Γ(t). In the frozen region the temperature θ satisfies the heat

equation

ρfcf
∂θ

∂t
= kf

∂2θ

∂x2
in Ω− = {0 < x < Γ(t), t > 0}, (1.1)

where ρ, c, k denote the density, the specific heat, and the conductivity of the porous media,

respectively, the suffix f refers to the frozen soils. In the following the suffix u will refer to

unfrozen soils, i to pure ice, and w to pure water.

In the unfrozen region the movement of water leads to a convective term in the heat

conduct equation

ρucu
∂θ

∂t
= ku

∂2θ

∂x2
− ∂

∂x
(ρwcwθv) in Ω+ = {x > Γ(t), t > 0}, (1.2)
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where v = v(x, t) is the volumetric velocity of the water which is usually small enough so

that the Darcy’s law holds,

v = −Dρwg0
µ

∂h

∂x
, (1.3)

where h = x + pw/ρwg0 is the hydraulic head, p, g0, D and µ stand for the pressure, the

gravity, the soil permeability, and the viscosity, respectively. Equation (1.2) is accompanied

with the mass conservation law

∂(ερw)

∂t
+
∂(ρwv)

∂x
= 0, (1.4)

where ε is the porosity. Moreover, the pressure pw and the density ρw are assumed to have

the relation

ρ = ρ0 + γp. (1.5)

In the following we will denote ρ = ρw and p = pw, and suppose the parameters D,µ, ε, γ

are positive constants, and γ > 0 is small. For simplicity we will also suppose ρf , cf , kf ,

ρu, cu, ku are constants. With these assumptions we get from (1.3)–(1.5) the equation for

p(x, t):

pt = a0pxx + c0ρpx in Ω+, (1.6)

where a0 = Dρ0

µγε , c0 = 2Dg
µε .

On the free boundary F = {x = Γ(t)} we have

θ(Γ(t)− 0, t) = θ(Γ(t) + 0, t) = 0. (1.7)

Taking into account the volumetric velocity v on the freezing front F , the classical Stefan

condition is replaced by

Lρi(εΓ
′(t)− v) = kfθ

−
x − kuθ

+
x , (1.8)

where L is the latent heat. On the freezing front F = {x = Γ(t)} the volumetric velocity v

is determined via Γ,Γ′(= dΓ/dt) and p by

v = g̃(Γ′,Γ, p, t), (1.9)

where g̃ is a given function. From (1.3), (1.5) and (1.9) we get

px(Γ(t) + 0, t) = g(Γ′,Γ, p, t) =: −g0
ρ0
ρ2 − µρ

Dρ0
g̃. (1.10)

The initial-boundary conditions are
θ(0, t) = ψ0(t) < 0,

θ(x, 0) = φ(x),

p(x, 0) = η0(x).

(1.11)

Many efforts have been devoted to the above problem in experimental and numerical

studies[1]. But theoretical analysis has been very limited because of the convective term
∂
∂x (θcρv) in the equation (1.2). If this term is neglected, existence and uniqueness have

been proved by reducing the problem to a variational inequality, with the equation (1.6)

linearized and (1.9) replaced by p(Γ(t) + 0, t) =const.(see [8]). Guan and Shu[5] has also

studied the above problem and obtained the local existence and continuous dependence for

the problem, also neglecting the convective term in (1.2).
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In this paper we discuss the local existence and global existence of solutions to the above

problem. In Section 2 we present some preliminaries. In Sections 3 and 4 we prove the local

and the global existence, respectively.

§2. Preliminaries

In this paper we will make use of the Schauder estimates repeatedly. For our purpose we

state them as follows.

Let Ω = {Γ(t) < x < X0, 0 < t < T}, where Γ(t) ≥ 0 and Γ(t) ∈ Cβ(0, T ] with β > 1
2 .

Denote ∥u∥0,Ω = sup
Ω

|u(x, t)|,

∥u∥α,Ω = ∥u∥0,Ω + sup
Ω

|u(x, t)− u(y, s)|
((x− y)2 + |t− s|)α/2

,

∥u∥1+α,Ω = ∥u∥0,Ω + ∥ux∥0,Ω + ∥ux∥α,Ω + sup
Ω

|u(x, t)− u(x, s)|
|t− s|(1+α)/2

,

and

∥u∥2+α,Ω =
∑

i+2j≤2

∥Di
xD

j
tu∥0,Ω +

∑
i+2j=2

∥Di
xD

j
tu∥α,Ω,

where 0 < α < 1. For any 0 ≤ a0 < a1 < a2, the following interpolation inequality is well

known:

∥u∥a1,Ω ≤ C∥u∥γa0,Ω
∥u∥1−γ

a2,Ω
, (2.1)

where a1 = a0γ + a2(1− γ), C depends only on a0, a1, a2, β and |Γ|β . The suffix Ω will be

omitted if no confusion arises.

For any integer k and 0 < α < 1, we will also denote

∥u∥(b)k+α,Ω = sup
δ>0

δk+α+b∥u∥k+α,Ωδ
,

where Ωδ = {P = (x, t), dist(P, F ) > δ}. Note that the definition for Ωδ here is a little

different from the usual one, because we are only concerned with the behaviour of the free

boundary F of the freezing problem. Noticing that β > 1/2, we have

∥u∥b ≤ C∥u∥(−b)
a (2.2)

for any a ≥ b > 0, b being not an integer, where C depends only on a, b, β, and |Γ|β (see

Lemma 2.3 in [10]). (Lemma 2.3 holds if the parabolic boundary is Lipschitz in spatial

variables and Cβ in time for β ≥ 1/2). From (2.1) it follows that

∥u∥(b1)a1,Ω
≤ C

(
∥u∥(b0)a0,Ω

)γ (
∥u∥(b2)a2,Ω

)1−γ

, (2.3)

provided b1 = b0γ + b2(1− γ) and a1 = a0γ + a2(1− γ).

If u is a function of single variable, we will denote |u|0 = sup |u(x)|,

|u|k+α =
∑

0≤j≤k

∣∣∣dju
dxj

∣∣∣
0
+ sup

∣∣∣dku
dxk

(x)− dku

dxk
(y)

∣∣∣/|x− y|α.

Let u(x, t) be the solution of the problem
ut − uxx = f(x, t) in Ω = {Γ(t) < x < X0, 0 < t < T},
u(x, t) = ψ(t) on F = {x = Γ(t)},
u(X0, t) = η(t), u(x, 0) = φ(x).

(2.4)
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Since we are interested in the behaviour of the solution u(x, t) near F , we always suppose η

and φ are sufficiently smooth.

Lemma 2.1. Suppos φ(x) ∈ C2+α, η(t) ∈ C1+α/2, and ηt(0) = φxx(X0) + f(X0, 0),

where α ∈ (0, 1). Suppose u(x, t) is the solution to the problem (2.4). We have

(i) (Interior Schauder estimates).

∥u∥(0)2+α,Ω ≤ C(∥u∥0 + |φ|2+α + |η|1+α/2 + ∥f∥(2)α,Ω), (2.5)

where C depends only on α,X0, T , and inft(X0 − Γ(t)).

(2) (Intermediate Schauder estimates). If moreover ψ(t) ∈ C(1+α)/2[0, T ] and Γ(t) ∈ Cβ

with β > 1+α
2 , then

∥u∥(−1−α)
2+α,Ω ≤ C(∥u∥0 + |φ|2+α + |η|1+α/2 + |ψ|(1+α)/2 + ∥f∥(1−α)

α,Ω ), (2.6)

∥u∥(−α)
2+α,Ω ≤ C(∥u∥0 + |φ|2+α + |η|1+α/2 + |ψ|α/2 + ∥f∥(2−α)

α,Ω ), (2.7)

where C depends only on |Γ|(1+α)/2, X0, T , α and inf(X0 − Γ(t)).

(3) If ψ(t) ∈ C(1+α)/2[0, T ] and Γ(t) ≡ 0, we have

∥u∥1+α,Ω ≤ C(∥u∥0 + |φ|1+α + |η|(1+α)/2 + |ψ|(1+α)/2 + ∥f∥(1−α)
0,Ω ). (2.8)

If ψ(t) ∈ Cα/2[0, T ] and Γ(t) ≡ 0, we have

∥u∥α,Ω ≤ C(∥u∥0 + |φ|α + |η|α/2 + |ψ|α/2 + ∥f∥(2−α)
0,Ω ), (2.9)

where C depends only on X0, T and α.

(4) (Intermediate Schauder estimates for oblique derivative problems). Suppose u is a

solution to the problem (2.4) with the boundary condition u = ψ(t) replaced by ux = ψ(t) on

F . If ψ(t) ∈ Cα/2(0, T ) and Γ(t) ∈ Cβ with β ≥ (1 + α)/2, then

∥u∥(−1−α)
2+α,Ω ≤ C(∥u∥0 + |φ|2+α + |η|1+α/2 + |ψ|α/2 + ∥f∥(1−α)

α,Ω ), (2.10)

where C depends only on |Γ|(1+α)/2, X0, T , α and inf(X0 − Γ(t)).

For the proof of (2.5)–(2.10) we refer the reader to [10], where the classical and interme-

diate Schauder estimates for both the Dirichlet and the oblique derivative problems of linear

parabolic equations were proved by means of the mollification of functions.

For later applications we give some a priori estimates for the problem

pt − a0pxx = c0ρpx in Ω = {Γ(t) < x < X0, 0 < t < T}, (2.11)

px = g(Γ′,Γ, p, t) on F = {x = Γ(t)}, (2.12)

p(x, 0) = η0(x), p(X0, t) = η1(t), (2.13)

where ρ = ρ0 + γp, Γ(t) ∈ C1[0, T ]. We suppose |ηi|C3 ≤ M0, i = 0, 1, and g(Γ′,Γ, p, t) is

Lipschitz continuous of its arguments.

Lemma 2.2. Suppose there exist positive constants λ,C1, and C2 such that

(H1) g(y, z, p, t)p ≥ C1|p|λ − C2 for any y, z ∈ R, t ≥ 0.

Then the solution p(x, t) satiafies

∥p∥L∞,Ω ≤M1, (2.14)

where M1 depends only on M0, λ, C1, and C2.

Proof. |p(x, t)| can not attain its maximum in Ω. If |p(x, t)| attains its maximum on

{t = 0} ∪ {x = X0}, then (2.14) follows from the initial-boundary condition. If |p(x, t)|
attains its maximum on F , then by the assumption (H1) we obtain (2.14).
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Lemma 2.3. Let p(x, t) be the solution of (2.11)–(2.13). Suppose Γ(t) ∈ C1[0, T ]. Then

∥px∥L∞,Ω ≤M2, (2.15)

where M2 depends only on M0,M1, sup |g(Γ′,Γ, p, t)|, and inf
t∈(0,T )

|X0 − Γ(t)|.

Proof. Set G = log(1 + p2x) + f(p), where

f(p) =
1

(M1 + 1− p)γ
, (2.16)

γ > 0 is a constant to be determined. If G attains its maximum on F = {x = Γ(t)}, (2.15)
follows from the boundary condition (2.12). If G attains its maximum on x = X0, then it is

standard to prove (2.15) by the method of barrier functions. If G attains its maximum at

some point P0 = (x0, t0) in Ω, then at P0 we have

0 = Gx =
2pxpxx
1 + p2x

+ f ′(p)px, i.e., pxx = −1

2
f ′(p)(1 + p2x), (2.17)

0 ≥ Gxx =
2px

1 + p2x
pxxx +

2(1− p2x)

(1 + p2x)
2
p2xx + f ′′(p)p2x + f ′(p)pxx, (2.18)

and

0 ≤ Gt =
2px

1 + p2x
pxt + f ′(p)pt. (2.19)

Differentiating (2.11) we have

(px)t − a0(px)xx = cp2x + cρpxx. (2.20)

Combining (2.18) and (2.19), and noting that pxx = −1
2f

′(p)(1 + p2x), we get

0 ≤ 2px
1 + p2x

(pxt − a0 pxxx) + f ′(p)(pt − a0pxx)−
2a0(1− p2x)

(1 + p2x)
2
p2xx − a0f

′′(p)p2x

≤ C1 + C2|px| − a0(f
′′(p)− 1

2
|f ′(p)|2)p2x,

where C1 and C2 depend only on M0 and M1. Let γ be small enough so that f ′′(p) −
1
2 |f

′(p)|2 > 0. Then we get the estimate (2.15).

Lemma 2.4. Suppose Γ(t) ∈ C1 and p(x, t) is a solution of (2.11)–(2.13). Then

sup{(x− Γ(t))|pxx(x, t)|} ≤M3, (2.21)

where M3 depends on X0,Mi, i = 0, 1, 2, |Γ|1 and inf(X0 − Γ(t)).

Proof. Since Γ ∈ C1, for P = (x, t) ∈ Ω we have x − Γ(t) ∼ d(P, F ). Since |px| ≤
M2 and px(x, t) satisfies (2.20), applying the interior Schauder estimates (2.5) and by the

interpolation inequality (2.3) we have

sup{(x− Γ(t))2|pxxx(x, t)|} ≤M.

By the interpolation inequality (2.3) again we obtain

sup{(x− Γ(t))|pxx(x, t)|} ≤ C[sup |px| · sup{(x− Γ(t))2|pxxx(x, t)|}]1/2 ≤M3.

Lemma 2.5. Let u(x, t) be a solution to the equation{
ut − uxx − b(x, t)ux − c(x, t)u = f(x, t) in Ω,

u = u0(x, t) on ∂∗Ω,
(2.22)

where ∂∗Ω is the parabolic boundary of Ω. Suppose |b(x, t)| ≤ C,

sup(x− Γ(t))|c(x, t)| ≤ C, sup{(x− Γ(t))|f(x, t)|} ≤ Cε, |u0(x, t)| ≤ Cε,
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and Γ(t) ∈ C1. Then

sup |u(x, t)| ≤ C1ε. (2.23)

Proof. Let y = x− Γ(t), s = t. Then (2.22) becomes

us − uyy − (b(y, s) + Γ′(s))uy − c(y, s)u = f(y, s). (2.24)

One easily verifies that u = C1εe
αsyγ+Cε and u = −u are a supersolution and a subsolution

to (2.24) respectively, provided α > 0 is large enough and γ > 0 small enough.

§3. Local Existence of Solutions

In this section, we consider the ground freezing problem in the bounded domain Ω =

{0 < x < X0, 0 < t < τ}. We will denote

Ω− = {0 < x < Γ(t), 0 < t < τ}, and Ω+ = {Γ(t) < x < X0, 0 < t < τ}.

From (1.1), (1.2), the temperature θ(x, t) satisfies

θt − a1θxx = 0 in Ω−, (3.1)

θt − a2θxx = [c1ρ
2 + c2px]θx + (c3ρpx + c4pxx)θ in Ω+, (3.2)

θ(Γ(t)− 0, t) = θ(Γ(t) + 0, t) = 0 on F = {x = Γ(t)}, (3.3)

Γ′ + g̃(Γ′,Γ, p, t) = k1θ
−
x − k2θ

+
x on F (3.4)

with initial-boundary conditions

θ(0, t) = ψ0(t) < 0, θ(X0, t) = ψ1(t) > 0, (3.5)

θ(x, 0) = φ(x), (3.6)

Γ(0) = b ∈ (0, X0), (3.7)

where ai and ci are positive constants, ρ = ρ0 + γp, and φ(x) < 0 in (0, b), φ(x) > 0 in

(b,X0). From (1.6) and (1.10), p(x, t) satisfies

pt − a0pxx = c0ρpx in Ω+, (3.8)

px = g(Γ′,Γ, p, t) on F, (3.9)

p(x, 0) = η0(x), p(X0, t) = η1(t), (3.10)

where g and g̃ satisfy (1.10). We suppose

(H2) φ,ψi, and ηi are bounded and sufficiently smooth;

(H3) y + g̃(y, z, p, t) is strictly increasing with respect to y.

Hence from (3.4) and (3.9) we have

Γ′ = g1(Γ, p, t, k1θ
−
x − k2θ

+
x ), (3.11)

px = g2(Γ, p, t, k1θ
−
x − k2θ

+
x ). (3.12)

We suppose

(H4) g, g̃, and gi are Lipschitz continuous of its arguments.

For any given Γ(t) ∈ C1+δ[0, τ ] with Γ(0) = b, where δ ∈ (0, 12 ) is fixed, let p(x, t) be the

solution of the problem (3.8)–(3.10), and θ(x, t) be the solution of (3.1)–(3.3), (3.5), and

(3.6). We introduce a mapping T which is from C1+δ[0, τ ] to C1+δ[0, τ ], formally defined by

T Γ(t) =

∫ t

0

g1(Γ(t), p(Γ(t), t), t, k1θ
−
x − k2θ

+
x )dt+ b. (3.13)
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Let Σ(M) = {Γ(t) ∈ C1+δ[0, τ ],Γ(0) = b, b2 < Γ(t) < 1
2 (b + X0), and ∥Γ(t)∥C1+δ[0,τ ] <

M}. We will prove that for τ > 0 sufficiently small and M large enough, T is completely

continuous from Σ(M) into itself.

Remark 3.1. To preceed further let us first remark the boundedness of θ(x, t). θ(x, t)

is obviously bounded in Ω− by the heat equation (3.1). In Ω+ the equation (3.2) can be

written as

θt − a2θxx − (c4pxθ)x = (c1ρ
2 + (c2 − c4)px)θx + c3ρpxθ.

From Lemmas 2.2 and 2.3, the coefficients of the above equation are bounded, hence θ(x, t)

is also bounded. By (2.2) and (2.10) we have the following Lemma 3.1.

Lemma 3.1. If p(x, t) is the solution of (3.8)–(3.10), then

|p|1+δ,Ω+ ≤ C, sup
σ>0

σ|p|2+δ,Ω+
σ
< C,

where C depends on M , Ω+
σ = {(x, t) ∈ Ω+, dist((x, t), F ) > σ}.

Lemma 3.2. Let θ(x, t) be the solution of (3.1)–(3.3), (3.5), and (3.6). Then for any

α ∈ (0, 1),

∥θ∥1+α,Ω+ and ∥θ∥1+α,Ω− ≤M4, (3.14)

where M4 depend only on α, |Γ|C1 and Mi, i = 0, 1, 2, 3.

Proof. Since θ(x, t) satisfies the heat equation θt−a1θxx = 0 in Ω− and Γ(t) ∈ C1+δ[0, τ ],

and since the initial-boundary condition of θ(x, t) is smooth, it follows that ∥θ∥1+α,Ω− ≤M4

for any α ∈ (0, 1), where M4 depends on α, but is independent of τ ∈ (0, 1).

In the domain Ω+, θ(x, t) satisfies

θt − a2θxx = (c1ρ
2 + c2px)θx + (c3ρpx + c4pxx)θ =: h.

By Schauder estimates we have

∥θ∥1+α,Ω+ ≤ C(1 + ∥θ∥0 + ∥h(x, t)∥0)
≤ C(1 + ∥θx∥0 + ∥θpxx(x, t)∥0)
≤ C(1 + ∥θx∥0 + ∥θx∥0 sup(x− Γ(t))|pxx(x, t)|).

By the interpolation inequality ∥θ∥1 ≤ C∥θ∥1/(1+α)
1+α ∥θ∥α/(1+α)

0 it follows that

∥θ∥1+α,Ω+ ≤ C[1 + ∥θ∥0 + sup(x− Γ(t))|pxx(x, t)|](1+α)/α.

By Lemma 2.4, sup(x− Γ(t))|pxx(x, t)| ≤M3, we therefore obtain (3.14).

Remark 3.2. From (3.12) and (3.14) we therefore obtain ∥p∥1+α ≤ C for any α ∈ (0, 1);

and by (2.10), sup
δ>0

δ∥p∥2+α,Ω+
δ
≤ C.

From Lemma 3.2 and Remark 3.2 it follows that the mapping T is compact. Next

we show that if τ is small enough and M is large enough, the mapping is injective. Let

K = (k1 + k2)(|φx(b−)|+ |φx(b+)|+ 1), and let

M = 1 + sup{|g1(Γ, p, t, y)|; |Γ| < X0, t ∈ (0, 1), |p| < M0, and |y| < K},

where g1 is the function in (3.11). For any s(t) ∈ Σ(M), if τ is small enough, by (3.13) we

have b
2 < T s(t) < 1

2 (b+X0). Note that

d

dt
Ts(0) = g1(s(0), η(0), 0, k1φ(b−)− k2φ(b+)).
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From Lemma 3.2 we have ∣∣∣ d
dt
Ts(t)

∣∣∣ ≤ ∣∣∣ d
dt
Ts(0)

∣∣∣+ Ctα/2 ≤M,

and ∣∣∣ d
dt
T s(t)− d

dt
T s(t′)

∣∣∣/|t− t′|δ ≤ C|t− t′|α2 −δ ≤M,

provided α > 2δ and τ is small enough. Hence T is injective.

To see the continuity of T , for any given Γ0(t) ∈ Σ(M) be let Γ1(t) ∈ Σ(M) so that |Γ1−
Γ0|1+δ ≤ ε. Suppose θi and pi are the solutions corresponding to Γi, i = 0, 1, respectively.

Let

Ω−
i = {0 < x < Γi(t), 0 < t < τ} and Ω+

i = {X0 > x > Γi(t), 0 < t < τ}.

In Ω−
0 , we have by the maximum principle

sup
Ω−

0

|θ1 − θ0| ≤ sup
∣∣∣ ∂
∂x
θi

∣∣∣ · sup |Γ1 − Γ0| ≤ Cε. (3.15)

Let θ̃−1 (x, t) = θ−1 (x · Γ1(t)
Γ0(t)

, t). Then θ̃−1 (x, t) is also defined on the domain Ω−
0 with θ̃−1 = 0

on Γ0(t), and we still have

sup
Ω−

0

|(θ̃1 − θ0)(x, t)| ≤ Cε.

And by Lemma 3.2, ∥θ̃−1 ∥1+α,Ω−
0
< CM4. Therefore

|θ̃1 − θ0|1+α/2,Ω−
0
≤ (|θ̃1 − θ0|0,Ω−

0
)α/(2+2α) · (|θ̃1 − θ0|1+α,Ω−

0
)(1+α/2)/(1+α) ≤ Cεα/(2+2α).

Hence ∣∣∣ ∂
∂x
θ0(Γ0(t)− 0, t)− ∂

∂x
θ1(Γ1(t)− 0, t)

∣∣∣ ≤ δ(ε) (3.16)

with δ(ε) → 0 as ε→ 0.

Next we consider the estimates for pi and θ
+
i . Without loss of generality we may suppose

∂

∂p
g(Γ′,Γ, p, t) ≥ 1. (3.18)

Indeed, if (3.18) is not true, let

K0 = 1 + sup
{∣∣∣ ∂
∂p
g(Γ′,Γ, p, t)

∣∣∣; Γ ∈ Σ(M), |p| ≤M0, 0 ≤ t ≤ τ
}
,

and let p = e−K0xp̃. Then (3.8)-(3.10) are equivalent to
p̃t − a0p̃xx = F (p̃, p̃x, x) in Ω+,

p̃x = K0p̃+ e−K0xg(Γ′,Γ, p, t) ≡: g3(Γ
′,Γ, p̃, t) on {x = Γ(t)},

p̃(x, 0) = eK0xη0(x), p̃(X0, t) = C0η1(t),

(3.19)

where

F (p̃, p̃x, x) = a0K
2
0 p̃− 2a0K0p̃x + c0(ρ0 + γe−K0xp̃)(p̃x −K0p̃).

By the choice of K0,

∂

∂p̃
g3(Γ

′,Γ, p̃, t) = K0 + e−K0x
∂g

∂p
(Γ′,Γ, p, t) ≥ 1. (3.18’)

Hence we may suppose (3.18) holds.
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Let p̃1(y, s) = p1(x, t), and θ̃1(y, s) = θ1(x, t), where

y = x− Γ1(t) + Γ0(t), s = t. (3.20)

Then p̃1 and θ̃1 are defined on Ω+
0 ∩{x < X0 − ε}. From (3.8), the function p̃1 − p0 satisfies

(with (y,s) written as (x,t))

(p̃1 − p0)t − a0(p̃1 − p0)xx = (Γ′
1 − Γ′

0)p̃1x + B (3.21)

on Ω+
0 ∩ {x < X0 − ε}, and

(p̃1 − p0)x = g(Γ′
1,Γ1, p̃1, t)− g(Γ′

0,Γ0, p0, t) on {x = Γ0(t)}, (3.22)

p̃1 − p0 = 0 on {t = 0}, (3.23)

where by the right-hand side of (3.8), and (1.5),

B = c0(ρ0 + γp̃1)(p̃1 − p0)x + c0γp0x(p̃1 − p0).

Namely, p̃1 − p0 satisfies the equation

ut − uxx − c0(ρ0 + γp̃1)ux − c0γp0xu = (Γ′
1 − Γ′

0)p̃1x.

On {x = X0 − ε} we have

|p̃1 − p0| ≤ Cε.

From (3.18) and (3.22) we see that if p̃1 − p0 attains its maximum on {x = Γ0(t)}, then

∥p̃1 − p0∥0 ≤ C(|Γ′
1 − Γ′

0|+ |Γ1 − Γ0|) ≤ Cε. (3.24)

Applying the parabolic maximum principle to the equation (3.21)-(3.23) and by virtue of

(3.24), we obtain

∥p̃1 − p0∥0 ≤ Cε+ C sup |Γ′
1 − Γ′

0| · |p̃1x| ≤ Cε.

By Remark 3.2 we therefore obtain for any 0 < α < α′ < 1,

|p̃1 − p0|1+α,Ω+
0
≤ (|p̃1 − p0|0,Ω+

0
)γ1 · (|p̃1 − p0|1+α′,Ω+

0
)1−γ1 ≤ δ1(ε). (3.25)

Again by Remark 3.2

sup
σ
σ∥p̃1 − p0∥2+δ/2,Ω+

0 (σ) ≤ C(∥p̃1 − p0∥1+α,Ω+
0
)γ2 · (sup

σ
σ∥p̃1 − p0∥2+α,Ω+

0 (σ))
1−γ2

≤ δ2(ε), (3.26)

where

Ω+
0 (σ) = {(x, t) ∈ Ω+

0 , dist{(x, t), F0} > σ}, F0 = {x = Γ0(t)},

and γ1, γ2 are suitable constants.

For the function θ̃1(y, s) = θ1(x, t) defined above, we have

θ̃1t − a2θ̃1xx = [c1ρ
2
1 + c2p̃1x]θ̃1x + (c3ρ1p̃1x + c4p̃1xx)θ̃ + (Γ′

1 − Γ′
0)θ̃1x.

Hence θ̃ = θ̃1 − θ0 satisfies

θ̃t − a2θ̃xx = [c1ρ
2 + c2p0x]θ̃x + (c3ρp0x + c4p0xx)θ̃ +G(p0, p̃1, θ0, θ̃1) + (Γ′

1 − Γ′
0)θ̃1x,

where ρ = ρ0 + γp0(x, t) , ρ1 = ρ0 + γp̃1(x, t), and

|G(p0, p̃1, θ0, θ̃1)| ≤ C{∥p̃1 − p0∥1 · (∥θ̃1x∥0 + 1) + |(p̃1 − p0)xx(x, t)θ̃1(x, t)|}.
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By (3.25), (3.26), and Lemma 3.2, we have

|G(p0, p̃1, θ0, θ̃1)| ≤ C(δ1(ε) + |(p̃1 − p0)xx(x, t)θ̃1(x, t)|)
≤ C(δ1(ε) + C1 sup(x− Γ0(t)) · |(p̃1 − p0)xx(x, t)|
≤ C2(δ1(ε) + δ2(ε)),

where C1 and C2 depend on sup |θ̃1x| and |Γ0|1. Note that

sup(x− Γ0(t)) · |p0xx| ≤ Cδ2(ε),

and on {x = X0 − ε} we have |θ̃| ≤ Cε. Hence by Lemma 2.5 we obtain ∥θ̃∥0 ≤ Cδ3(ε) with

δ3(ε) → 0 as ε → 0. By means of the interpolation inequality and Lemma 3.2 we therefore

conclude ∥θ̃∥1+α/2,Ω+
0
→ 0 as ε→ 0. Hence∣∣∣ ∂
∂x
θ0(Γ0(t) + 0, t)− ∂

∂x
θ1(Γ1(t) + 0, t)

∣∣∣ → 0 (3.27)

as ε→ 0. Combining (3.16) and (3.27) we obtain

∥TΓ1 − TΓ0∥C1[0,τ ] → 0 as ∥Γ1 − Γ0∥C1+δ[0,τ ] → 0.

From Lemma 3.2 and by the interpolation inequality we conclude that for any δ < α < 1,

∥TΓ1 − TΓ0∥C1+δ[0,τ ] ≤ C∥TΓ1 − TΓ0∥γC1[0,τ ] · ∥TΓ1 − TΓ0∥1−γ
C1+α[0,τ ] → 0.

Hence T is completely continuous. From the above arguments we obtain

Theorem 3.1. Under the hypotheses (H1)–(H4), there exists a local solution to the

problem (3.1)–(3.10).

Remark 3.3. We have not proved the uniqueness because we are unable to show that

T is a contraction mapping.

§4. Existence of Global Solutions

For any given T > 0 let

Ω = {0 < x < X0, 0 < t < T},
Ω− = {0 < x < Γ(t), 0 < t < T},
Ω+ = {Γ(t) < x < X0, 0 < t < T}.

To prove the global existence of solutions to the problem (3.1)-(3.10) we will establish the a

priori estimates for θx. We suppose

(H5) px = g(Γ, p, t), g(Γ, p, t) ∈ C2(R×R×R+).

We also suppose (H1) and (H2) hold.

Theorem 4.1. Under the above hypotheses, there exists a global solution to the problem

(3.1)–(3.10).

Remark 4.1. By global solution we mean either Γ(t) ∈ C1[0, T ], or there is a t0 ∈ (0, T ]

such that Γ(t0) = 0 or Γ(t0) = X0, and Γ(t) ∈ C1[0, t0).

Proof. We argue by contradiction. If the conclusion is not true, then for some τ ∈ (0, T ]

we have

lim
t→τ

|Γ′(t)| = +∞ and inf
t∈(0,τ)

min{Γ(t), X0 − Γ(t)} ≥ δ > 0.
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Without loss of generality we may suppose τ = 1. We will prove sup{|θx(x, t)|; t ∈ (0, 1 −
ε)} < C for some C > 0 independent of ε > 0, which is in conflict with lim

t→τ
|Γ′(t)| = +∞.

First recall that by Lemmas 2.2 and 2.3, we have

∥p∥0 + ∥px∥0 ≤ C. (4.1)

Denote Ω− = {0 < x < Γ(t), 0 < t < 1− ε},Ω+ = {X0 > x > Γ(t), 0 < t < 1− ε}.
Let θ+ = e−Axθ̃+, θ− = θ̃−. Then from (3.1)- (3.4), θ̃ satisfies

θ̃t − a1θ̃xx = 0 in Ω− (4.2)

θ̃t − a2θ̃xx = [c1ρ
2 + c2px − 2a2A]θ̃x + c(x, t) θ̃ in Ω+, (4.3)

θ̃(Γ(t)− 0, t) = θ̃(Γ(t) + 0, t) = 0 on F = {x = Γ(t)}, (4.4)

Γ′ + g̃(Γ, p, t) = k1θ
−
x − k2θ

+
x = k1θ̃

−
x − k2e

−AΓ(t)θ̃+x on F, (4.5)

where

c(x, t) = c3ρpx + c4pxx− (c1ρ
2 + c2px)A+A2, and ρ = ρ0 + γp.

Since |p|0 ≤ C and |px|0 ≤ C, we may take A suitably large so that

c1ρ
2 + c2px − 2a2A ≤ −1. (4.6)

Since θ̃+x and θ̃−x are positive on F , we need only to estimate sup θ̃x for if sup θ̃x ≤ C, we

have |Γ′| ≤ C1. By Lemmas 3.1 and 3.2 we have |θ|1+α ≤ C2 (recall that the constants

Mi in Lemmas 3.1 and 3.2 depend only on |Γ|1) and hence |Γ|1+α/2 ≤ C2. By Schauder

estimates we therefore obtain |θ|2+α ≤ C.

Let

ψ(x, t) =

{
k1θ̃

−
x (x, t), (x, t) ∈ Ω−,

k2e
−AΓ(t)θ̃+x (x, t) + g̃(Γ(t), p(x, t), t), (x, t) ∈ Ω+,

where k1, k2 and g̃ are as in (4.5). By the maximum principle we see that ψ(x, t) attains its

maximum either (i): on the parabolic boundary of the domain Ω; or (ii): on the free

boundary F ; or (iii): in Ω+.

In case (i), from the smoothness of the initial-boundary conditions and from (4.1) we

have ψ(x, t) ≤ C and hence sup θ̃x ≤ C.

In case (ii), if

supψ(x, t) = ψ(Γ(t0)−, t0) = k1θ̃
−
x (Γ(t0)−, t0) for some 0 < t0 ≤ 1− ε,

by thy strong maximum principle we have θ̃−xx > 0 at this point, hence θ̃−t > 0 at x =

Γ(t0)− 0. Differentiating θ̃−(Γ(t), t) = 0 we get θ̃−x Γ
′ + θ̃−t = 0. Hence at x = Γ(t0) we have

θ̃−x Γ
′ < 0. Since θ̃−x > 0 at x = Γ(t0), we conclude that Γ′(t0) < 0. But

Γ′(t0) = ψ(Γ(t0)−, t0)− ψ(Γ(t0)+, t0) ≥ 0,

we obtain a contradiction.

If

supψ(x, t) = ψ(Γ(t0)+, t0) = k2e
−AΓ(t0)θ̃+x (Γ(t0)+, t0)

+ g̃(Γ(t), p(Γ(t), t), t)|t=t0 for some 0 < t0 ≤ 1− ε,

then at this point we have

k2e
−AΓ(t)θ̃+xx + g̃′p px ≤ 0, i.e., θ̃+xx ≤ C eAΓ(t) ≤ C1 at x = Γ(t0) + 0.
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If θ̃+x ≤ C1a2, then we are through. If θ̃+x > C1a2, then from (4.6) and the equation (4.3)

we obtain θ̃+t < 0 at x = Γ(t0) + 0, which implies Γ′(t0) > 0. We therefore conclude that

ψ(Γ(t0)+, t0) = ψ(Γ(t0)−, t0)− Γ′(t0) < ψ(Γ(t0)−, t0),

also a contradiction.

The treatment for the case (iii) is somewhat complicated. Let

G(x, t) = logψ(x, t) + f(θ̃), (x, t) ∈ Ω+ ∩ {ψ(x, t) > 0},

where f(θ̃) = 1/(M − θ̃)α, M = 1 + ∥θ̃∥L∞ , and α > 0 is small enough so that

f ′′(θ̃)− |f ′(θ̃)|2 ≥ C = C(M,α).

Since θ̃ = 0 on F and f is increasing, it follows that G(x, t) attains its maximum either on

∂∗Ω+\F or in Ω+, where ∂∗Ω+ denotes the parabolic boundary of Ω+. If G(x, t) attains

its maximum on ∂∗Ω+\F , then by the smoothness of the initial value and by (4.1) we have

sup
Ω+

G(x, t) ≤ C.

If G(x, t) attains its maximum at some point P0 in Ω+, then at P0 we have

0 = Gx =
ψx

ψ
+ f ′(θ̃)θ̃x, (4.7)

0 ≥ Gxx =
ψxx

ψ
− ψ2

x

ψ2
+ f ′′(θ̃)θ̃2x + f ′(θ̃)θ̃xx, (4.8)

0 ≤ Gt =
ψt

ψ
+ f ′(θ̃)θ̃t. (4.9)

From (4.7) we have

θ̃xx =
1

k2
eAΓ(t0)(ψx − g̃′ppx) = −f ′(θ̃)θ̃2x − 1

k2
eAΓ(t0)(f ′(θ̃)θ̃xg̃ + g̃′ppx). (4.10)

From (4.8) and (4.9) we get

0 ≥ a2Gxx −Gt =
1

ψ
(a2ψxx − ψt) + a2(f

′′(θ̃)− |f ′(θ̃)|2)θ̃2x + f ′(θ̃)(a2θ̃xx − θ̃t). (4.11)

From (4.3) we have

|a2θ̃xx − θ̃t| ≤ C(1 + |θ̃x|+ θ̃|pxx|).

Differentiating (4.3) and using (4.10) we obtain

|θ̃xt − a2θ̃xxx| ≤ C(|θ̃xx|+ |θ̃x|+ |pxx| · |θ̃x|+ |pxxx| · θ̃ + 1)

≤ C(|θ̃x|2 + |pxx| · |θ̃x|+ |pxxx| · θ̃ + 1).

Since

|a2ψxx − ψt| ≤ |a2θ̃xxx − θ̃xt|+
∣∣∣a2 ∂2

∂x2
g̃ − ∂

∂t
g̃ + k2A

∣∣∣Γ′(t0)| · |θ̃x|

≤ |a2θ̃xxx − θ̃xt|+ C(1 + |pxx|+ |Γ|1(1 + |θ̃x|)),

from (4.11) we obtain

0 ≥ a2(f
′′(θ̃)− |f ′(θ̃)|2)θ̃2x − C

ψ(P0)
(1 + |θ̃x|2 + |pxx| |θ̃x|+ |pxxx| · θ̃ + |Γ|1(|θ̃x|+ 1)).

Since G(x, t) attains its maximum at P0, we may suppose ψ(P0) ≥ δ0θ̃x at P0 for some

δ0 > 0 small. Noting that ∥Γ∥1 ≤ C∥θ̃x∥0, we therefore conclude that

0 ≥ a2(f
′′(θ̃)− |f ′(θ̃)|2)θ̃2x − C(1 + |θ̃x|2 + |pxx| · ∥θ̃x∥0 + θ̃ · pxxx)/∥θ̃x∥0.
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That is

∥θ̃x∥0 ≤ C(1 + ∥pxx∥1/20 + sup |pxxx(x, t)|1/3). (4.12)

It remains to estimate sup |pxx| and sup |pxxx|. By the interior Schauder estimates we

have

|pxx(x, t)| ≤ C0, |pxxx(x, t)| ≤ C0 for x ≥ Γ(t) + δ,

where δ > 0 is a constant. Let y = x − Γ(t), s = t and for convenience we still denote

(y, s) as (x, t). From (3.8)–(3.10) one sees that p satisfies
pt − a0pxx = cρpx + Γ′(t)px in Ω̃ = {0 < x < X̃0, 0 < t < 1− ε}
px(0, t) = g(Γ, p, t),

p(x, 0) = η0(x),

(4.13)

where 0 < X̃0 ≤ inf(X0 − Γ(t)). Differentiating the equation above we get
vt − a0vxx = h =: cv2 + cρvx + Γ′(t)vx in Ω̃,

v(0, t) = g(Γ, p, t),

v(x, 0) = ∂
∂xη0(x),

(4.14)

where v = px. By the intermediate Schauder estimates and note that v is smooth in

{ 1
2X0 < x < X0}, we have

∥v∥1+β,Q ≤ C(|g|(1+β)/2 + ∥h∥L∞ + ∥v∥0 + ∥η0∥2+β), (4.15)

where Q = {0 < x < 1
2X̃0, 0 < t < 1− ε}, and

|g|(1+β)/2 ≤
∣∣∣ ∂g
∂Γ

∣∣∣ · |Γ|(1+β)/2 + |gp(px · |Γ|(1+β)/2 + pt)|+ |gt|

≤ C(1 + |Γ|1 + |pt|).

From the equation (4.13) we have

|pt| ≤ a0|pxx|+ c|ρpx|+ |Γ′(t)px| ≤ a0|vx|+ C(1 + |Γ|1).

Hence

|g|(1+β)/2 ≤ C(1 + |Γ|1 + ∥vx∥L∞). (4.16)

Since v = px is bounded, from the equation (4.14) we have

∥h∥L∞ ≤ C(1 + ∥vx∥L∞ + |Γ|1∥vx∥L∞).

By (4.15) it therefore follows that

∥v∥1+β,Q ≤ C(1 + |Γ|1)(1 + ∥vx∥L∞). (4.17)

By the interpolation inequality

sup
t

|vx(·, t)|L∞ ≤ C sup
t
(|v(·, t)|β/(1+β)

L∞ |v(·, t)|1/(1+β)
1+β ≤ C∥v∥1/(1+β)

1+β .

We thus conclude that

∥v∥1+β,Q ≤ C(1 + |Γ|(1+β)/β
1 ), (4.18)

and

sup
Q

|vx| ≤ C(1 + ∥v∥1/(1+β)
1+β,Q ) ≤ C(1 + |Γ|1/β1 ), (4.19)

where β ∈ ( 12 , 1) will be determined below, and C = C(β).
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Next we estimate supQ |pxxx| = supQ |vxx|. By Schauder estimates we have

∥v∥2+α,Q ≤ C(|g|1+α/2 + ∥h∥α + ∥η0∥3+α + ∥v∥0), (4.20)

where

|g|1+α/2 ≤ C
(
sup |g|+

∣∣∣ d
dt
g
∣∣∣
α/2

)
≤ C(1 + |gΓΓ′ + gt|α/2 + |gp(pxΓ′ + pt)|α/2). (4.21)

The first term on the right hand side of (4.21) is estimated as follows. Since g is C2

continuous, we have

|gΓΓ′ + gt|α/2 ≤ C(1 + |gΓΓ| · |Γ|1 · |Γ|α/2 + |gΓp||Γ|1∥p∥α + |gΓt||Γ|1
+ |gΓ| · |Γ|1+α/2 + |gtΓ| · |Γ|1 + |gtp∥p∥α)

≤ C(1 + |Γ|21 + |Γ|1+α/2 + |Γ|1 · ∥p∥α).

From the equation (4.13) we have

∥p∥α ≤ C(1 + ∥p∥2)α/2 = C(1 + ∥pxx∥0 + ∥pt∥0)α/2

≤ C(1 + |Γ|1 + ∥pxx∥0)α/2 = C(1 + |Γ|1 + ∥vx∥0)α/2. (4.22)

Hence from (4.19) and letting α < β, we obtain

|gΓΓ′ + gt|α/2 ≤ C(1 + |Γ|21 + |Γ|1+α/2). (4.23)

For the second term on the right hand side of (4.21) we have (by the equation (4.13))

|gp(pxΓ′ + pt)|α/2 ≤ |gp| · |pxΓ′ + pt|α/2 + (|gpΓ| · |Γ|α/2 + |gpt|) · |pxΓ′ + pt|0
+ |gpp|(|px||Γ|α/2 + |p|α)(|pxΓ′ + pt|0 + 1)

≤ C[1 + ∥px∥α|Γ|1 + |Γ|1+α/2 + ∥pxx∥α + (1 + |Γ|α/2)(|Γ|1 + ∥pxx∥0)]
+ (|Γ|α/2 + |p|α)(|Γ|1 + |pxx|0 + 1)

≤ C[1 + (|Γ|1 + |vx|0)2 + ∥v∥α|Γ|1
+ |Γ|1+α/2 + ∥v∥1+α + (1 + |Γ|1)(|Γ|1 + ∥vx∥0).

Since for α ≤ β,

∥v∥1+α ≤ C(1 + ∥v∥1+β), and ∥v∥α ≤ C∥v∥α/(1+β)
1+β ,

from (4.18) and (4.19) we obtain

|gp(pxΓ′ + pt)|α/2 ≤ C(1 + |Γ|2/β1 + |Γ|1+α/2). (4.24)

Combining (4.23) and (4.24) we therefore conclude that

|g|1+α/2 ≤ C(1 + |Γ|2/β1 + |Γ|1+α/2). (4.25)

Next we estimate the term ∥h∥α in (4.20).

|h|α ≤ C(∥v∥α + ∥p∥α∥vx∥0
+ ∥p∥0∥vx∥α + |Γ|1+α/2∥vx∥0 + |Γ|1∥vx∥α)

≤ C(1 + ∥v∥α/(1+β)
1+β + ∥p∥α∥vx∥0 + |Γ|1+α/2∥vx∥0 + |Γ|1∥v∥1+α).

By virtue of (4.18), (4.19) and (4.22), and noting that for α ≤ β,

∥v∥1+α ≤ C(1 + ∥v∥1+β),
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we obtain

∥h∥α ≤ C(1 + |Γ|2+1/β
1 + |Γ|1+α/2|Γ|

1/β
1 ).

Hence (4.20) reduces to

∥v∥2+α,Q ≤ C[1 + |Γ|2+1/β
1 + |Γ|1+α/2(|Γ|

1/β
1 + 1)]. (4.26)

By the interpolation inequality we thus obtain

∥vxx∥0 ≤ C∥v∥2/(2+α)
2+α ≤ C[1 + |Γ|2+1/β

1 + |Γ|1+α/2(|Γ|
1/β
1 + 1)]2/(2+α). (4.27)

Suppose for a moment that

|Γ|1+α/2 ≤ C(1 + ∥θx∥20). (∗∗)

Noticing that |Γ|1 ≤ C∥θx∥0 + C, we reduce (4.27) to

∥vxx∥0 ≤ C(1 + ∥θx∥(1+2β)/β
0 )2/(2+α). (4.28)

From (4.12) and by (4.19), (4.28), we conclude that

∥θx∥0 ≤ C(1 + ∥θ̃x∥0) ≤ C(1 + ∥θx∥1/2β0 + ∥θx∥2(1+2β)/3β(2+α)
0 ).

Let β = 5
6 and let α = 1

2 . We thus obtain ∥θx∥0 ≤ C.

Now we need only to prove (∗∗). By Schauder estimates we see that θ−, θ+ and p are

smooth in Ω\Nδ(F ), where Nδ(F ) = {P = (x, t); dist(P, F ) < δ}. Let

(y, s) = T (x, t) = (x− Γ(t), t). (4.29)

Then θ+ satisfies

θs − a2θyy = h =: [c1ρ
2 + c2py]θy + (c3ρpy + c4pyy)θ + Γ′(s)θy.

Hence in the domain {0 < y < δ0} × {0 < t < 1− ε} we have

∥θ+(y, s)∥1+α ≤ C(1 + ∥θ∥0 + sup |h|)
≤ C(1 + ∥θy∥0 + ∥pyy∥0 + |Γ|1∥θy∥0).

By virtue of (4.19) and noticing that |Γ|1 ≤ C∥θy∥0, we obtain

∥θ+(y, s)∥1+α ≤ C(1 + ∥θy∥20 + ∥θy∥1/β0 ). (4.30)

In the domain {−δ0 < y < 0} × {0 < t < 1− ε}, similarly we have

∥θ−(y, s)∥1+α ≤ C(1 + ∥θy∥20 + ∥θy∥1/β0 ). (4.31)

From the Stefan condition

Γ′ = k1θ
−
x − k2θ

+
x − g̃(Γ, p, t) (3.4’)

we conclude that, under the new coordinates (y, s),

|Γ|1+α/2 ≤ |g̃|α/2 + C sup
θ±y (0, s2)− θ±y (0, s1)

|s2 − s1|α/2

≤ |g̃|α/2 + C∥θ±(y, s)∥1+α.

Hence (∗∗) holds.
Remark 4.2. Since g(Γ, p, t) ∈ C1,1, the free boundary Γ(t) is indeed C2+α(0, T ) for

any α ∈ (0, 1). If g(Γ, p, t) ∈ C∞, then Γ(t) ∈ C∞. For the proof we refer the reader to

[6] or [9]. We also remark that Theorem 4.1 can be extended to the unbounded situation

Ω = {0 < x <∞, 0 < t < T}.
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