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Optimal Investment Stopping Problem∗

Dingqian SUN1

Abstract The author studies the optimal investment stopping problem in both continu-
ous and discrete cases, where the investor needs to choose the optimal trading strategy and
optimal stopping time concurrently to maximize the expected utility of terminal wealth.
Based on the work of Hu et al. (2018) with an additional stochastic payoff function,
the author characterizes the value function for the continuous problem via the theory of
quadratic reflected backward stochastic differential equations (BSDEs for short) with un-
bounded terminal condition. In regard to the discrete problem, she gets the discretization
form composed of piecewise quadratic BSDEs recursively under Markovian framework and
the assumption of bounded obstacle, and provides some useful a priori estimates about
the solutions with the help of an auxiliary forward-backward SDE system and Malliavin
calculus. Finally, she obtains the uniform convergence and relevant rate from discretely to
continuously quadratic reflected BSDE, which arise from corresponding optimal investment
stopping problem through above characterization.
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1 Introduction

In this paper, we consider a small trader in an incomplete financial market who can invest

in risky stocks and a riskless asset and is also granted the right to stop the whole investment

during the finite trading time interval [0, T ] to obtain corresponding payoff. The objective of

the investor is to maximize her/his exponential utility of terminal wealth, which includes both

the profit or loss on investment and the final payoff, by choosing the optimal trading strategy

and optimal stopping time simultaneously. For the continuous case, the investor is allowed to

stop the investment, which is like exercising an American option, at any time before T . While

for the discrete case, the investor will be restricted to given discrete exercise time, where the

payoff can be regarded as a kind of Bermudan option.

Such utility maximization problem of mixed optimal stopping/control type was initially

studied in [11], which involved both consumption and final wealth under continuous framework

and was reduced to a family of related pure optimal stopping problems via duality theory.
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Similar problems also arise in situations like pricing constrained American contingent claims,

see [12] for example, where the closed-form of hedging price of an American-type barrier option

under the short-selling constraint was obtained through the solution to a variational inequality.

While different from the methods applied in these results, we will proceed by means of the

connection between the original utility maximization problem (with a prespecified terminal

time) and the theory of quadratic BSDEs, which will be introduced in more detail hereinafter,

and pay more attention to the convergence from discrete to continuous problem.

With respect to the continuous problem, if we only consider the optimal strategy on time

interval [0, τ ] with fixed τ ∈ [0, T ], it will then become the usual exponential utility maximization

problem which was widely discussed before, see [9–10, 17–18]. To be specific, when the terminal

payoff at τ is bounded, the problem was completely solved in [9] with the help of quadratic

BSDE with bounded terminal data. It turns out that the value function of such problem can

be characterized by the solution to a particular BSDE, whose generator is of quadratic growth

in z-variable. Related theory to quadratic BSDEs can be traced back to [13] with bounded

terminal value, where the existence and uniqueness of solutions were established. Then it was

extended to unbounded case to obtain the existence in [3], and subsequently the uniqueness

with convex generators in [4, 6–7]. Recently, Hu et al. [10] generalized the previous work, the

exponential utility maximization problem with bounded payoff, to the unbounded framework

on the basis of above development and studied utility indifference valuation of derivatives with

unbounded payoffs as application.

Inspired by the above connection, we adjust the order of optimization and decompose our

problem with extra payoff function into original utility maximization framework, which then

reduces to a pure optimal stopping problem, and further obtain the value function in terms

of the solution to a quadratic reflected BSDE, where the generator has almost the same form

as in utility maximization problem in [10]. While the existence and uniqueness of solution to

such quadratic reflected BSDEs have been developed, see [14] for bounded terminal value and

obstacle and [1, 15] for unbounded cases, the main difficulty left is to represent the solution

to reflected BSDE via the supremum of solutions to a collection of BSDEs, which have the

same quadratic generator as the former, i.e., Yt = sup
τ∈[t,T ]

Yt(τ), t ∈ [0, T ] in Subsection 2.3.

Since here the group of BSDEs has different time horizon [0, τ ] and terminal value gτ and thus

corresponding different pairs of solutions (Y (τ), Z(τ)), we can not directly apply the optimal

stopping representation of reflected BSDEs (see [8, Proposition 2.3] for reference), but need

to further use the comparison theorem and uniqueness of quadratic BSDEs to prove such

characterization, see Theorem 2.2 for more details.

Regarding the discrete problem, we need to restructure the framework and proceed under

Markovian system for the sake of following convergence analysis between the two forms. We

first give a practical example to illustrate how we get the Markovian structure arising from

previous continuous problem. While due to the addition of stochastic factor, the generator

we consider herein will be more complicated than that in previous section, i.e., f(t, x, z) of

quadratic growth in z and satisfying locally Lipschitz condition with respect to both x and z,

which is generalized in Assumption 3.1. Then when restricted the exercise time to some given

discrete time points, we can deduce recursively from the comparison result of BSDEs to get the

backward discretization form, which is composed of piecewise BSDEs and actually a so-called
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discretely reflected BSDE, see Subsection 3.2 for the form and related properties.

The main result of this paper is the convergence analysis and relevant rate from discrete

to continuous optimal investment stopping problem. Thanks to the previous discussion and

characterization, we can now transform the problem into the convergence from discretely to

continuously reflected BSDE, which has been studied when the generator is uniformly Lipschitz

in all the variables, see [16] based on the Euler scheme of forward SDE and [5, Section 3].

Whereas originating from the utility maximization problem, we are facing reflected BSDEs

with generator of quadratic growth, which brings us new difficulties during obtaining necessary

estimates and thus we have to restrict ourselves to the case of bounded and Lipschitz obstacle,

and also the deterministic diffusion term in forward SDE at this stage.

Firstly, with the help of the properties of quadratic BSDEs and reflected BSDEs with

bounded terminal value, we can inductively prove the boundness of Ŷ Π in discretization form

and the relation Ŷ Π ≤ Y , which makes it possible to implement the usual techniques using to

deal with BSDEs of quadratic growth.

Moreover, in order to handle the additional term coming from reflection, we need further

properties of ẐΠ appearing in piecewise BSDEs of the discretization form. We establish the

connection between our discretization form and an auxiliary forward-backward SDE system

defined on each time interval [ti−1, ti] with different terminal functions {uΠi }1≤i≤n. Recall the

existing results in Markovian FBSDE system that the solution Z to quadratic BSDE with

bounded and Lipschitz terminal g(XT ) is controlled by C(Kg + 1) (see [19]), where Kg is

the Lipschitz constant of g. And then in [20], the a priori estimate of Z is generalized to

the superquadratic case with unbounded terminal condition and also the case with random

diffusion term in forward SDE and bounded terminal condition. While unfortunately, neither

of them can cover the situation in our assumptions since here the locally Lipschitz coefficient

of x involves z. However, motivated by the proof of these results, we can make use of the BMO

property of Z and the representation derived from Malliavin calculus to fill this gap and get the

explicit bound of Z. Together with the uniform Lipschitz continuity of terminal functions {uΠi }

in auxiliary forward-backward SDE system, we can obtain the boundness of ẐΠ in discretization

form at last.

Finally, we give the complete proof of the uniform convergence from discretely to continu-

ously quadratic reflected BSDE and obtain the convergence rate as follows when the obstacle

g is Lipschitz:

max
1≤i≤n

E

[
sup

t∈[ti−1,ti]

|Ŷ Π
t − Yt|

2
]
+ E

[ ∫ T

0

|ẐΠ
t − Zt|

2dt
]
≤ C|Π|

1
2

and

max
1≤i≤n

E

[
sup

t∈[ti−1,ti]

|K̂Π
t −Kt|

]
≤ C|Π|

1
4 .

Furthermore, we can achieve double rate when g is in C2
b , which is actually the same rate as

that with Lipschitz generator in [16].

The paper is organized as follows. We discuss the continuous optimal investment stopping

problem in Section 2 and give the characterization of value function in terms of the solution

to quadratic reflected BSDE. In Section 3, we focus on Markovian framework and put forward
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the assumptions based on a practical example, and further obtain the discretization form for

corresponding discrete problem. Then in Section 4, after providing some auxiliary results

regarding the discretization form with the aid of a forward-backward SDE system, we finally

obtain the convergence result of the two forms, and then we conclude the paper in Section 5.

2 Continuous Optimal Investment Stopping Problem

We fix a finite time horizon [0, T ] with T > 0. LetB be anm-dimensional standard Brownian

motion defined on a complete probability space (Ω,F ,P), and {Ft}t≥0 be the augmented natural

filtration of B which satisfies the usual conditions.

Let P denote the progressively measurable σ-field on [0, T ]× Ω.

2.1 Formulation

Consider a financial market consisting of one risk-free bond with interest rate zero and

d ≤ m stocks. In the case d < m, we face an incomplete market. The price process of the ith

stock is described as
dSi

t

Si
t

= bitdt+ σi
tdBt, i = 1, · · · , d,

where bi (resp. σi) is an R-valued (resp. Rm-valued) predictable bounded stochastic process.

The Rd×m-valued volatility matrix σt has full rank, that is, σtσ
tr
t is invertible P-a.s., for any

t ∈ [0, T ]. Furthermore, we assume that the Rm-valued risk premium process defined as

θt = σtr
t (σtσ

tr
t )

−1bt, t ∈ [0, T ]

is also bounded. For i = 1, · · · , d, let πi
t denote the amount of money invested in stock i

at time t, and then the number of shares should be
πi
t

Si
t

. An Rd-valued predictable process

π = (πt)0≤t≤T is called a self-financing trading strategy if
∫
π dS

S
is well defined, for example,∫ T

0 |πtr
t σt|

2dt < ∞, P-a.s., which means the investor trades dynamically among the risk-free

bond and the risky assets with her/his initial capital and no extra investment or withdrawal

during the investment.

The wealth process with initial capital x and trading strategy π satisfies the equation

Xπ
t = x+

d∑

i=1

∫ t

0

πi
u

Si
u

dSi
u = x+

∫ t

0

πtr
u σu(dBu + θudu), t ∈ [0, T ].

Suppose that there is an additional adapted process (gt)0≤t≤T defined as the payoff at each

time t and recall that the investor has the right to stop at any time during the trading interval

[0, T ], which means, if the investor chooses to stop at τ ∈ [0, T ], then the total wealth of the

investor is Xτ + gτ . Here, gτ ≥ 0 means an income, otherwise it is a flow-out. The objective

of the investor is to choose both the optimal stopping time and an admissible self-financing

trading strategy π to maximize the expected utility of total wealth, which is in exponential

form with the parameter α > 0, i.e.,

V (0, x) = sup
τ∈[0,T ]

sup
π∈Uad[0,τ ]

E[Uα(Xτ + gτ )]

= sup
τ∈[0,T ]

sup
π∈Uad[0,τ ]

E

[
− exp

(
− α

(
x+

∫ τ

0

πtr
u

dSu

Su

+ gτ

))]
.
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Here V (0, x) is called the value function at initial time 0 and Uad[0, τ ] is the admissible strategy

set on [0, τ ], given by [10, Definition 1].

More generally, we can consider this mixed optimal stopping/control problem in dynamic

form

V (t,Xt) = sup
τ∈[t,T ]

sup
π∈Uad[t,τ ]

E

[
− exp

(
− α

(
Xt +

∫ τ

t

πtr
u

dSu

Su

+ gτ

))∣∣∣Ft

]
(2.1)

for all t ≤ T . Here Xt is the initial wealth when we start at the initial time t.

2.2 Results on quadratic reflected BSDEs with unbounded obstacle

We first present the existence and uniqueness results of quadratic reflected BSDEs with the

terminal data and obstacle satisfying exponential integrability, which were perfectly proved in

[1], and we will use the results to further solve the optimal investment stopping problem in

continuous setting to implement the utility maximization.

A reflected BSDE with generator f , lower obstacle g and terminal condition gT (here we

only consider this special case) is an equation of the form

gt ≤ Yt = gT +

∫ T

t

f(s, Zs)ds−

∫ T

t

Ztr
s dBs +KT −Kt, t ∈ [0, T ], (2.2)

satisfying the flat-off condition:

∫ T

0

(Yt − gt)dKt = 0. (2.3)

Recall that the generator f : [0, T ]×Ω×Rm → R is a P ⊗B(Rm) measurable function and the

obstacle g is an R-valued continuous adapted process.

Let Eλ,λ′

[0, T ] denote all the R-valued continuous adapted processes (Yt)0≤t≤T such that

E[eλY
−

∗ + eλ
′Y +

∗ ] < ∞, where Y ±
∗ , sup

t∈[0,T ]

(Yt)
± and Ep[0, T ] , Ep,p[0, T ]. H2p([0, T ];Rm)

denotes all Rm-valued predictable processes (Zt)0≤t≤T with E
( ∫ T

0
|Zt|

2
Rmdt

)p
<∞ and Kp[0, T ]

denotes all the R-valued continuous adapted processes (Kt)0≤t≤T , which are increasing with

K0 = 0 and E|KT |
p <∞.

Assumption 2.1 The obstacle g satisfies the exponential integrable condition:

E[eλαg
−

∗ + eλ
′αg+

∗ ] <∞

for some λ, λ′ > 6 with 1
λ
+ 1

λ′
< 1

6 .

Assumption 2.2 The obstacle g satisfies the arbitrary exponential integrable condition:

E[ep|g∗|] <∞, ∀ p ≥ 1.

Theorem 2.1 Suppose that Assumption 2.1 holds with parameters λ and λ′. Then, the

quadratic reflected BSDE (2.2) and (2.3) with generator

f(t, z) = −
α

2
min
πt∈C

∣∣∣σtr
t πt −

( 1

α
θt − z

)∣∣∣
2

− ztrθt +
1

2α
|θt|

2 (2.4)
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admits a unique solution (Y, Z,K) ∈
⋂

p∈
(
1, λλ′

λ+λ′

)E
λα,λ′α[0, T ]×H2p([0, T ];Rm)×Kp[0, T ]. Here

C is a closed and convex set in the definition of admissible strategy satisfying 0 ∈ C, which the

strategy can take values in.

In addition, if g satisfies Assumption 2.2, then the unique solution belongs to Ep[0, T ] ×

H2p([0, T ];Rm)×Kp[0, T ] for all p ∈ [1,∞), i.e.,

E

[
epY∗ +

(∫ T

0

|Zs|
2ds

)p

+K
p
T

]
<∞.

Proof One can easily check that f with the form (2.4) satisfies

−
α

2
|z|2 ≤ f(t, z) ≤ −ztrθt +

1

2α
|θt|

2, (2.5)

and is concave in z, i.e., it satisfies [1, Assumptions (H1) and (H3)]. Consequently, we can get

the existence and uniqueness directly from Theorems 3.2 and 4.1 therein.

2.3 Characterization of value function

Now we can characterize the value function of the optimal problem via the solution to the

above reflected BSDE.

Theorem 2.2 Suppose that g satisfies Assumption 2.2 and let (Y, Z,K) be the unique solu-

tion to quadratic reflected BSDE (2.2) and (2.3) with generator (2.4). Then, the value function

(2.1) of the continuous optimal investment stopping problem can be given by

V (t,Xt) = − exp(−α(Xt + Yt)), ∀ t ∈ [0, T ].

Proof For any fixed t ∈ [0, T ] and τ ∈ [t, T ], we first solve the optimal control problem for

the time interval [t, τ ] by considering the following quadratic BSDE:

Yt(τ) = gτ +

∫ τ

t

f(s, Zs(τ))ds −

∫ τ

t

Ztr
s (τ)dBs, (2.6)

where the generator f has the same form as in the reflected BSDE, i.e., satisfies (2.4). For

convenience, we will note the above equation as BSDE (f, gτ ) thereafter. Additionally, we

denote the solution to this BSDE as (Y.(τ), Z.(τ)) in order to emphasize its dependence on the

terminal time τ and corresponding terminal value gτ . Then we can represent the latter part of

the value function by dynamic programming principle as follows,

sup
π∈Uad[t,τ ]

E

[
− exp

(
− α

(
Xt +

∫ τ

t

πtr
u

dSu

Su

+ gτ

))∣∣∣Ft

]
= − exp(−α(Xt + Yt(τ))), (2.7)

based on the existing result in [10 Theorem 6]. In turn, the original mixed optimal stop-

ping/control problem becomes

V (t,Xt) = sup
τ∈[t,T ]

[− exp(−α(Xt + Yt(τ)))] = − exp
(
− α

(
Xt + sup

τ∈[t,T ]

Yt(τ)
))
, (2.8)

and we only need to show that Yt = sup
τ∈[t,T ]

[Yt(τ)] for any t ∈ [0, T ].
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First, for any 0 ≤ t ≤ τ ≤ T , let

Yt , Yτ +

∫ τ

t

f(s, Zs)ds−

∫ τ

t

Ztr
s dBs

and we have Yt = Yt + Kτ − Kt. Recalling that (Y (τ), Z(τ)) satisfies (2.6) on [t, τ ] with

the same generator as (Y, Z) and their terminal values satisfy Yτ ≥ gτ , we can then deduce

that Yt ≥ Yt(τ) via the comparison theorem of quadratic BSDEs, see [4, Theorem 5], where

the proof and result can be easily adapted to the case of concave generator with quadratic

growth from below. Moreover, since K is an increasing process, we have Kτ −Kt ≥ 0 and thus

Yt = Yt +Kτ −Kt ≥ Yt(τ) for any τ ∈ [t, T ], which gives rise to Yt ≥ sup
τ∈[t,T ]

[Yt(τ)].

The idea of the following proof comes from the representation of solution to reflected BSDEs,

which is corresponded to an optimal stopping problem (see [8]). For any t ∈ [0, T ], define

Dt , inf{s ∈ [t, T ] : Ys = gs} and since YT = gT , we can obtain t ≤ Dt ≤ T . Considering the

reflected BSDE on interval [t,Dt],

Yt = YDt
+

∫ Dt

t

f(s, Zs)ds−

∫ Dt

t

Ztr
s dBs +KDt

−Kt,

by the continuity of K and the flat-off condition (2.3), we have KDt
= Kt (which means

Ks ≡ Kt for any s ∈ [t,Dt]) and then (Y., Z.) becomes the solution to BSDE (f, YDt
) on [t,Dt].

In the meanwhile, note that (Y.(Dt), Z.(Dt)) is the solution to BSDE (f, gDt
) on [t,Dt] and

the definition of Dt further yields YDt
= gDt

. Thus by the uniqueness of solution to quadratic

BSDEs (see [6]), we have Y. = Y.(Dt) on [t,Dt], and specifically Yt = Yt(Dt), which completes

the proof.

Remark 2.1 We need to note here that for convenience, what we discussed in this paper

is quadratic reflected BSDE with lower obstacle, whose solution we have proved in the above

theorem can be characterized by the supremum of the solutions to a collection of BSDEs with

the same generator. Therefore, we require consistency of the supremum whether it is taking

inside or outside the exponential in the expression of value function (2.8). To this end, when

quoting the result in [10], we have to change the sign of Y appearing in the value function as (2.7)

and then the corresponding generator of BSDE. Actually, denoting the generator there as F ,

one can readily check that they satisfy f(t, z) = −F (t,−z) and that is why we are considering

the concave generator in this section.

Remark 2.2 In order to simplify the notation, we consider the optimal investment stopping

problem starting from t = 0 and state that we can also characterize the optimal stopping time

and trading strategy via the solution to reflected BSDE. Firstly, we could directly know from

above proof that the optimal stopping time is

τ∗ = D0 = inf{t ∈ [0, T ] : Yt = gt}.

Moreover, there exists an optimal trading strategy π∗ with the property

π∗
t ∈ argmin

πt∈C

∣∣∣σtr
t πt −

( 1

α
θt − Zt(τ

∗)
)∣∣∣

2

, t ∈ [0, τ∗],

where (Y·(τ
∗), Z·(τ

∗)) is the solution to quadratic BSDE (2.6) with parameter τ∗, via attaining

the minimum in the generator (2.4). See more details about the strict argument of this result

in [9, Theorem 7 and Lemma 11].
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3 Discrete Optimal Investment Stopping Problem

From this section, we will concentrate on Markovian framework, that is, the following de-

coupled forward-backward SDE with reflection:

Xt = x+

∫ t

0

b(s,Xs)ds+

∫ t

0

σ(s)dBs,

Yt = g(XT ) +

∫ T

t

f(s,Xs, Zs)ds−

∫ T

t

Ztr
s dBs +KT −Kt, t ∈ [0, T ], (3.1)

Yt ≥ g(Xt),

∫ T

0

(Yt − g(Xt))dKt = 0.

For the functions that appear in the above system, we have the following general assumption.

Assumption 3.1 b, σ, g and f are deterministic functions that satisfy

(a) b : [0, T ]×R → R and σ : [0, T ] → Rm are continuous functions and there exist constants

Mb,Kb and Mσ such that ∀ t ∈ [0, T ], ∀x, x′ ∈ R,

|b(t, x)| ≤Mb(1 + |x|),

|b(t, x)− b(t, x′)| ≤ Kb|x− x′|,

|σ(t)| ≤Mσ.

(b) f : [0, T ]×R×Rm → R and g : R → R are continuous functions and there exist constants

Mf ,Kx,Kz,Kg and Mg such that ∀ t ∈ [0, T ], ∀x, x′ ∈ R and ∀ z, z′ ∈ Rm,

|f(t, x, z)| ≤Mf +
α

2
|z|2,

|f(t, x, z)− f(t, x′, z)| ≤ Kx(1 + |z|)|x− x′|,

|f(t, x, z)− f(t, x, z′)| ≤ Kz(1 + |z|+ |z′|)|z − z′|,

|g(x)− g(x′)| ≤ Kg|x− x′|,

|g(x)| ≤Mg.

Let S∞[0, T ] denote the set of R-valued progressively measurable bounded processes and

Sp[0, T ] denote the space of all R-valued adapted processes (Yt)t∈[0,T ] such that E
[

sup
0≤t≤T

|Yt|
p
]
<

∞. Then under the above assumption, we know that the decoupled system (3.1) with bound-

ed terminal condition and bounded obstacle has a unique solution (X,Y, Z,K) ∈ S2[0, T ] ×

S∞[0, T ]×H2([0, T ];Rm)×K2[0, T ]. For more details of this result, we refer to [14].

3.1 A special case as connection

We will see from a special case with the subspace portfolio constraint in this subsection

that how we can get the above Markovian structure from the previous general problem. Here

for simplicity, we consider a market with a single stock whose coefficients depend on a single

stochastic factor driven by a 2-dim Brownian motion, that is, m = 2, d = 1 and

dSt

St

= b(t, Vt)dt+ σ(t, Vt)dB1,t,
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dVt = η(Vt)dt+ (κ1, κ2)

(
dB1,t

dB2,t

)
, (3.2)

where κ1, κ2 are two positive constants satisfying |κ1|
2 + |κ2|

2 = 1. We assume that b, σ and η

are uniformly bounded and Lipschitz with respect to x, and furthermore, σ ≥ δ for some δ > 0.

Then the wealth process is

dXt = πt
dSt

St

= πt[b(t, Vt)dt+ σ(t, Vt)dB1,t].

Setting C = R and θ(t, Vt) ,
b(t,Vt)
σ(t,Vt)

, we know from the above assumption that θ is also

both bounded and Lipschitz. Supposing further that the payoff has the form as a function of

stochastic factor V , that is, g(V·), the reflected BSDE (2.2) will then become

g(Vt) ≤ Yt = g(VT ) +

∫ T

t

f(s, Zs)ds−

∫ T

t

Ztr
s dBs +KT −Kt, t ∈ [0, T ], (3.3)

where the generator in (2.4) reduces to

f(t, z) = f(t, (z1, z2)) = −
α

2
|z2|

2 − z1θ(t, Vt) +
1

2α
|θ(t, Vt)|

2.

If we regard the equation of stochastic factor (3.2) as the forward SDE and let f(t, x, z) ,

−α
2 |z2|

2 − z1θ(t, x) +
1
2α |θ(t, x)|

2, then f is now a deterministic function and (3.3) becomes

g(Vt) ≤ Yt = g(VT ) +

∫ T

t

f(s, Vs, Zs)ds−

∫ T

t

Ztr
s dBs +KT −Kt, t ∈ [0, T ]. (3.4)

Combined with (3.2), they constitute a Markovian system as (3.1) and one can easily check

that f satisfies Assumption 3.1.

In order to avoid confusion about the notations, we will still use b and σ to denote the

coefficients of forward SDE and (X,Y, Z,K) the solution to forward-backward SDE with reflec-

tion in the following discussion, and consider the discrete problem and subsequent convergence

under the generalized Assumption 3.1.

3.2 Discretization form

Let Π , {ti, i = 0, 1, · · · , n | 0 = t0 < t1 < t2 < · · · < tn = T } be any partition of [0, T ]. We

continue to consider the optimal investment stopping problem in a discrete setting, which means

that the investor is only allowed to stop the investment process at given discrete time points

Π. Denote D[t, T ] , [t, T ] ∩ Π and ∆ti = ti − ti−1 for i = 1, · · · , n, and let |Π| , max
1≤i≤n

∆ti.

The corresponding value function for discrete problem becomes

sup
τ∈D[t,T ]

sup
π∈Uad[t,τ ]

E

[
− exp

(
− α

(
Xt +

∫ τ

t

πtr
u

dSu

Su

+ g(Xτ )
))∣∣∣Ft

]

= sup
τ∈D[t,T ]

[− exp(−α(Xt + Yt(τ)))]

= − exp
[
− α

(
Xt + max

τ∈D[t,T ]
Yt(τ)

)]
,
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where Y·(τ) satisfies the BSDE:

Yt(τ) = g(Xτ ) +

∫ τ

t

f(s,Xs, Zs(τ))ds −

∫ τ

t

Ztr
s (τ)dBs, t ∈ [0, τ ].

Define Ŷ Π
t , max

τ∈D[t,T ]
Yt(τ) = max

τ∈D[t,T ]
E
[
g(Xτ ) +

∫ τ

t
f(s,Xs, Zs(τ))ds|Ft

]
for any t ∈ [0, T ].

Then the value function in discrete case turns out to be V Π(t,Xt) = − exp[−α(Xt + Ŷ Π
t )],

which indicates that we only need to focus on the difference between Ŷ Π and Y . Thanks to the

comparison result of quadratic BSDEs, we can characterize Ŷ Π inductively and it is actually

a so-called discretely reflected BSDE, which means that the reflection only operates at specific

time points Π. We will depict the processes Y
Π
and (Ŷ Π, ẐΠ, K̂Π) recursively as follows, and

in order to simplify the notation, we will proceed with the case m = 1, while one can easily

generalize the results to m-dimension:

(i) Ŷ Π
tn

= Y
Π

tn
= g(XT );

(ii) for i = n, n− 1, · · · , 1 and t ∈ [ti−1, ti), (Y
Π
, ẐΠ) is the solution to quadratic BSDE

Y
Π

t = Ŷ Π
ti

+

∫ ti

t

f(r,Xr, Ẑ
Π
r )dr −

∫ ti

t

ẐΠ
r dBr; (3.5)

(iii) for i = n, n−1, · · · , 1, define Ŷ Π
t = Y

Π

t for any t ∈ (ti−1, ti) and Ŷ
Π
ti−1

= Y
Π

ti−1
∨g(Xti−1

);

(iv) let K̂Π
0 , 0 and for i = 1, 2, · · · , n, t ∈ (ti−1, ti], and define K̂Π

t ≡ K̂Π
ti

,
i∑

j=1

(Ŷ Π
tj−1

−

Y
Π

tj−1
).

Since K̂Π
ti
∈ Fti−1

for any 1 ≤ i ≤ n, we know that K̂Π is {Ft}-predictable. In addition, we

can deduce from definition that K̂Π
ti
− K̂Π

ti−1
= Ŷ Π

ti−1
− Y

Π

ti−1
, which leads to

Ŷ Π
ti−1

= Ŷ Π
ti

+

∫ ti

ti−1

f(r,Xr, Ẑ
Π
r )dr −

∫ ti

ti−1

ẐΠ
r dBr + K̂Π

ti
− K̂Π

ti−1
, (3.6)

and that is why it is called discretely reflected BSDE.

Remark 3.1 With the above expression, we can now characterize the optimal trading

strategy and stopping time as in Remark 2.2 in our discrete setting. The optimal stopping time

satisfies

τΠ = inf{t ∈ [0, T ] ∩ Π : Ŷ Π
t = g(Xt)}

and the optimal strategy πΠ has the property

πΠ
t ∈ argmin

πt∈C

∣∣∣σtr
t πt −

( 1

α
θt − ẐΠ

t

)∣∣∣
2

, t ∈ [0, τΠ].

Thus as with the characterization of value function, we only need to concentrate on the discretely

and continuously quadratic reflected BSDEs hereafter.

Before the convergence analysis, let us provide the following important properties first.

Lemma 3.1 Let Assumption 3.1 hold. Then, we have

(i) both Y
Π
and Ŷ Π are bounded by Mg +MfT , uniformly in Π;

(ii) Y
Π

t ≤ Ŷ Π
t ≤ Yt for all t ∈ [0, T ].
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Proof (i) For the first claim, since ‖Y
Π
‖∞ ≤ ‖Ŷ Π

tn
‖∞ +Mf∆tn = ‖g(XT )‖∞ +Mf∆tn ≤

Mg + Mf∆tn ≤ Mg + MfT on [tn−1, tn) by [13, Corollary 2.2] and |Ŷ Π
tn−1

| ≤ |Y
Π

tn−1
| ∨

|g(Xtn−1
)| ≤ Mg + Mf∆tn, the conclusion holds for the first interval [tn−1, tn) and also for

t = tn.

Then for the next interval [tn−2, tn−1), using [13, Corollary 2.2] again we have ‖Y
Π
‖∞ ≤

‖Ŷ Π
tn−1

‖∞ +Mf∆tn−1 ≤ Mg +Mf(∆tn−1 +∆tn) ≤ Mg +MfT on [tn−2, tn−1), and similarly

|Ŷ Π
tn−2

| ≤ |Y
Π

tn−2
| ∨ |g(Xtn−2

)| ≤Mg +Mf(∆tn−1 +∆tn).

By analogy, we can finally obtain ‖Y
Π
‖∞ ∨ ‖Ŷ Π‖∞ ≤Mg +Mf

( n∑
j=i

∆tj
)
≤Mg +MfT on

[ti−1, ti) for any i = 1, · · · , n, i.e., ‖Y
Π
‖∞ and ‖Ŷ Π‖∞ are bounded by Mg+MfT on the whole

interval [0, T ], and the bound is obviously independent of Π.

(ii) Observing that Y
Π

and Ŷ Π may not be equal only on Π, one can easily get the first

inequality by definition. As for the second one, we first have Ŷ Π
tn

= Ytn = g(XT ). Assume

Ŷ Π
ti

≤ Yti holds. Then, similarly as the arguments in the proof of Theorem 2.2, comparing (3.5)

and

Yt = Yti +

∫ ti

t

f(s,Xs, Zs)ds−

∫ ti

t

ZsdBs +Kti −Kt,

the comparison result of quadratic BSDEs with bounded terminals and the fact K is increasing

further yield that Y
Π

t ≤ Yt for any t ∈ [ti−1, ti). Moreover, since g(Xt) is the lower obstacle

of Yt, we have Ŷ Π
ti−1

≤ Y
Π

ti−1
∨ g(Xti−1

) ≤ Yti−1
, and thus Ŷ Π

t ≤ Yt for t ∈ [ti−1, ti). Then by

induction, we can conclude the second inequality.

4 Convergence Analysis

As we stated before, in consideration of the connections we have built respectively for the

continuous and discrete optimal investment stopping problems in previous sections, we may now

lay emphasis on the convergence from discretely to continuously quadratic reflected BSDE.

4.1 Auxiliary results

We will introduce a forward-backward SDE system on each interval [ti−1, ti] instead of

analyzing the discretization form directly. Define uΠn (x) = g(x) = ỸT and for i = n, n−1, · · · , 1,

let (Ỹ , Z̃) be the solution to the BSDE defined piecewise by

Ỹt = uΠi (Xti(ti−1, x)) +

∫ ti

t

f(r,Xr(ti−1, x), Z̃r)dr −

∫ ti

t

Z̃rdBr, t ∈ [ti−1, ti), (4.1)

where X·(ti−1, x) represents the solution to forward SDE in (3.1) starting from (ti−1, x). Let

uΠi−1(x) = Ỹti−1
(x) ∨ g(x) and notice that here we write as the form Ỹti−1

(x) in order to show

the dependence of Ỹ on the initial value x of the SDE.

Lemma 4.1 By the definition of the collection of functions {uΠi }1≤i≤n, we have Ŷ Π
ti

=

uΠi (Xti). Here Xti , Xti(0, x).

Proof We will prove this lemma by induction. Firstly, for i = n, Ŷ Π
tn

= g(XT ) = uΠn (Xtn).

If we assume that the result holds for i, i.e., Ŷ Π
ti

= uΠi (Xti), then when it comes to i − 1, we

have Ŷ Π
ti−1

= Y
Π

ti−1
∨ g(Xti−1

) and uΠi−1(Xti−1
) = Ỹti−1

(Xti−1
) ∨ g(Xti−1

) separately.
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Comparing (3.5) and (4.1) when x = Xti−1
and noticing thatXr , Xr(0, x) = Xr(ti−1, Xti−1

)

for any r ∈ [ti−1, ti], we know that the two BSDEs have the same generator. Especially, we have

Xti(ti−1, Xti−1
) = Xti and then uΠi (Xti(ti−1, Xti−1

)) = uΠi (Xti) = Ŷ Π
ti

by assumption, which

means that the BSDEs have the same terminal value as well, which is bounded as proved.

Then by the uniqueness of quadratic BSDEs with bounded terminal condition (see [13]), we

can conclude that Y
Π

t = Ỹt(Xti−1
) on [ti−1, ti), and specifically, Y

Π

ti−1
= Ỹti−1

(Xti−1
). Conse-

quently, we obtain Ŷ Π
ti−1

= uΠi−1(Xti−1
) by taking maximum with g(Xti−1

) on both sides, which

completes the proof.

Let us introduce the following more general forward-backward SDE on [0, T ] for later use,

Xt = x+

∫ t

0

b(s,Xs)ds+

∫ t

0

σ(s)dBs,

Yt = g(XT ) +

∫ T

t

f(s,Xs, Zs)ds−

∫ T

t

ZsdBs,

(4.2)

and give a crucial estimate of Z in next lemma.

Lemma 4.2 Suppose that Assumption 3.1 holds. Then, there exists a version of Z such

that for any t ∈ [0, T ],

|Zt| ≤ exp(KT )[Mσ exp(2KbT )Kg + 1],

where K ,MσKx exp(2KbT ).

The proof is given in Appendix. Since the locally Lipschitz condition of f with respect to x

in Assumption 3.1 involves z, we can not use the existing result, like in [19] and [20], directly.

Fortunately, we know that with bounded terminal value, the martingale Z ∗ B belongs to the

space of BMO martingales, which can essentially help us to prove the boundness of Z and

further give the explicit form.

Next, let us give a useful lemma called discrete backward Gronwall’s inequality, which will

play an important role in the following content.

Lemma 4.3 Let Π and ∆ti define as above. Suppose that {ai, bi}
n
i=1 satisfy ai ≥ 0, bi ≥ 0,

and ai−1 ≤ eC∆tiai + bi for i = 2, · · · , n. Then

max
1≤i≤n

ai ≤ eCT
[
an +

n∑

i=1

bi

]
.

Proof By backward induction, we have

an−1 ≤ eC∆tnan + bn ≤ eC∆tn [an + bn],

an−2 ≤ eC∆tn−1an−1 + bn−1 ≤ eC(∆tn−1+∆tn)[an + bn + bn−1],

· · · · · · .

Thus one can easily get that

ai ≤ eC(T−ti)
[
an +

n∑

j=i+1

bj

]
, i = 1, · · · , n,
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which completes the proof.

Now we can consider further property of the collection of functions {uΠi }1≤i≤n.

Lemma 4.4 Suppose that Assumption 3.1 holds. Then uΠi is bounded and Lipschitz con-

tinuous, uniformly in Π and i.

Proof The first assertion in regard to the boundness actually can be proved following the

same procedure as in Lemma 3.1. Now let us prove by induction that each uΠi is Lipschitz

continuous. Clearly, uΠn = g is Lipschitz by assumption and the Lipschitz constant is Ln , Kg.

Assume that uΠi is Lipschitz with constant Li. Then we need to show the result for uΠi−1.

For any x1, x2 ∈ R, t ∈ [ti−1, ti), denote (Ỹ j, Z̃j) as the solution to (4.1) with initial

value xj , j = 1, 2. Regarding (4.1) as the system (4.2) on [ti−1, ti] with the terminal value

function uΠi and by the Lipschitz and bounded assumption, we can get from Lemma 4.2 that

|Z̃j
t | ≤ C(1 + Li) on [ti−1, ti], where C denotes the constant which may depend on T and all

the constants appearing in Assumption 3.1 except Kg and may vary from line to line. Consider

the difference between the two solutions

Ỹ 1
t − Ỹ 2

t = uΠi (Xti(ti−1, x1))− uΠi (Xti(ti−1, x2))−

∫ ti

t

(Z̃1
r − Z̃2

r )dBr

+

∫ ti

t

[f(r,Xr(ti−1, x1), Z̃
1
r )− f(r,Xr(ti−1, x2), Z̃

2
r )]dr, t ∈ [ti−1, ti), (4.3)

and define

V i
t =





f(t,Xt(ti−1, x1), Z̃
1
t )− f(t,Xt(ti−1, x1), Z̃

2
t )

Z̃1
t − Z̃2

t

1{Z̃1
t 6=Z̃2

t }
, t ∈ [ti−1, ti],

V i
ti−1

, t ∈ [0, ti−1).

Noting that |V i
t | ≤ Kz(1 + |Z̃1

t |+ |Z̃2
t |) ≤ C(1 + Li) for all t ∈ [0, ti], we can rewrite (4.3) as

Ỹ 1
t − Ỹ 2

t = uΠi (Xti(ti−1, x1))− uΠi (Xti(ti−1, x2))−

∫ ti

t

(Z̃1
r − Z̃2

r )dBr +

∫ ti

t

(Z̃1
r − Z̃2

r )V
i
r dr

+

∫ ti

t

[f(r,Xr(ti−1, x1), Z̃
2
r )− f(r,Xr(ti−1, x2), Z̃

2
r )]dr

= uΠi (Xti(ti−1, x1))− uΠi (Xti(ti−1, x2))−

∫ ti

t

(Z̃1
r − Z̃2

r )dB
Qi

r

+

∫ ti

t

[f(r,Xr(ti−1, x1), Z̃
2
r )− f(r,Xr(ti−1, x2), Z̃

2
r )]dr.

Here for the second equality, since V i
t is bounded on [0, ti], we can define an equivalent mar-

tingale measure Qi on Fti by
dQi

dP = Eti(
∫ ·

0
V i
r dBr), then we have that BQi

t , Bt −
∫ t

0
V i
r dr is a
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standard Brownian motion under Qi. Since Z̃j is bounded on [ti−1, ti], we can obtain

|Ỹ 1
t − Ỹ 2

t | ≤ E
Qi

t |uΠi (Xti(ti−1, x1))− uΠi (Xti(ti−1, x2))|

+ E
Qi

t

[ ∫ ti

t

|f(r,Xr(ti−1, x1), Z̃
2
r )− f(r,Xr(ti−1, x2), Z̃

2
r )|dr

]

≤ LiE
Qi

t |Xti(ti−1, x1)−Xti(ti−1, x2)|

+ E
Q

i

t

[ ∫ ti

t

Kx(1 + |Z̃2
r |)|Xr(ti−1, x1)−Xr(ti−1, x2)|dr

]

≤ [Li + C(1 + Li)∆ti]e
Kb∆ti |x1 − x2|, t ∈ [ti−1, ti),

where the last inequality above comes from the standard estimate of forward SDE with de-

terministic diffusion term. Thus, we have |Ỹ 1
ti−1

− Ỹ 2
ti−1

| ≤ (Lie
K1∆ti + K2∆ti)|x1 − x2| by

letting K1 = C +Kb and K2 = CeKbT . According to the definition of uΠi−1 and the inequality

|a1 ∨ b1 − a2 ∨ b2| ≤ |a1 − a2| ∨ |b1 − b2|, we have

|uΠi−1(x1)− uΠi−1(x2)| ≤ |Ỹ 1
ti−1

− Ỹ 2
ti−1

| ∨ |g(x1)− g(x2)|

≤ [(Lie
K1∆ti +K2∆ti) ∨ Ln]|x1 − x2|.

Therefore, we have proved that uΠi−1 is Lipschitz continuous and the Lipschitz constant satisfies

Li−1 ≤ (Lie
K1∆ti +K2∆ti) ∨ Ln for i = 2, · · · , n. Now it suffices to show that (Li)1≤i≤n are

uniformly bounded. Noting that Li−1 ∨ Ln ≤ (Li ∨ Ln)e
K1∆ti + K2∆ti, one can use Lemma

4.3 directly to obtain

max
1≤i≤n

Li ≤ max
1≤i≤n

Li ∨ Ln ≤ eK1T (Ln +K2T ) = eK1T (Kg +K2T ).

At last, we can use the above subsidiary lemmas to obtain the boundness of ẐΠ appearing

in the discretization form.

Lemma 4.5 Suppose that Assumption 3.1 holds. Then, we have that ẐΠ is bounded on

[0, T ], uniformly in Π.

Proof Applying Lemma 4.2 to the auxiliary forward-backward SDE system (4.1), we can

get |Z̃t| ≤ exp(KT )[Mσ exp(2KbT )Li + 1] on [ti−1, ti], where K is defined the same as in the

previous lemma and the bound is independent of the initial value of the system (4.1). In turn,

reviewing Lemma 4.1, we could obtain that (Ỹ , Z̃) and (Y
Π
, ẐΠ) coincide on [ti−1, ti) by setting

x = Xti−1
in (4.1), which indicates that |ẐΠ

t | ≤ exp(KT )[Mσ exp(2KbT )Li + 1] on [ti−1, ti).

Then by Lemma 4.4, the uniform boundness of Li guarantees that Ẑ
Π is bounded on the whole

[0, T ] and the bound does not rely on the partition Π.

4.2 Main result

Now we are ready to give the main result of this paper.

Theorem 4.1 Let Assumption 3.1 hold. Then, we have the following estimates with q = 1
2 :

sup
t∈[0,T ]

E[|Y
Π

t − Yt|
2] + sup

t∈[0,T ]

E[|Ŷ Π
t − Yt|

2] + E

[ ∫ T

0

|ẐΠ
t − Zt|

2dt
]
≤ C|Π|q, (4.4)

max
1≤i≤n

E

[
sup

t∈[ti−1,ti]

|Ŷ Π
t − Yt|

2 + sup
t∈[ti−1,ti]

|Y
Π

t − Yt|
2
]
≤ C|Π|q (4.5)
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and

sup
t∈[0,T ]

E[|K̂Π
t −Kt|] + max

1≤i≤n
E

[
sup

t∈[ti−1,ti]

|K̂Π
t −Kt|

]
≤ C|Π|

q

2 , (4.6)

where the constant C is independent of the partition Π. In addition, if we further assume that

g is C2
b , which means that it is twice differentiable and all derivatives are uniformly bounded,

we can obtain all the above estimates with q = 1.

Proof The whole proof is divided into three steps.

Step 1 Firstly, we claim the following estimate:

max
1≤i≤n

E|Y
Π

ti
− Yti |

2 + E

[ ∫ T

0

|ẐΠ
t − Zt|

2dt
]
≤ C|Π|q. (4.7)

Recall the discretization form (3.5) and the reflected forward-backward SDE (3.1), and

notice that they are based on the same forward SDE. Denote ∆Y = Y − Y
Π
, ∆Ŷ = Y − Ŷ Π

and ∆Z = Z − ẐΠ. Apply Itô’s formula to ψ(∆Yt) for an increasing C2 function ψ yet to be

determined later, and we have for t ∈ [ti−1, ti),

ψ(∆Yt) = ψ(∆Ŷti) +

∫ ti

t

ψ′(∆Ys)(f(s,Xs, Zs)− f(s,Xs, Ẑ
Π
s ))ds−

∫ ti

t

ψ′(∆Ys)∆ZsdBs

+

∫ ti

t

ψ′(∆Ys)dKs −
1

2

∫ ti

t

ψ′′(∆Ys)|∆Zs|
2ds. (4.8)

We deduce from Lemma 4.5 and Assumption 3.1 that

|f(s,Xs, Zs)− f(s,Xs, Ẑ
Π
s )| ≤ Kz(1 + |Zs|+ |ẐΠ

s |)|∆Zs|

≤ Kz(1 + 2Mz)|∆Zs|+Kz|∆Zs|
2, (4.9)

where Mz denotes the uniform bound of ẐΠ. Plugging the last inequality into (4.8) and using

the assumption that ψ is increasing, we have from Lemma 3.1 that |∆Ŷt| ≤ |∆Yt|, and

ψ(∆Yt) ≤ ψ(∆Yti)−

∫ ti

t

ψ′(∆Ys)∆ZsdBs +

∫ ti

t

Kz(1 + 2Mz)ψ
′(∆Ys)|∆Zs|ds

+

∫ ti

t

[
Kzψ

′(∆Ys)−
1

2
ψ′′(∆Ys)

]
|∆Zs|

2ds+

∫ ti

t

ψ′(∆Ys)dKs

≤ ψ(∆Yti)−

∫ ti

t

ψ′(∆Ys)∆ZsdBs +

∫ ti

t

Kz

2
(1 + 2Mz)

2|ψ′(∆Ys)|
2ds

+

∫ ti

t

[
Kzψ

′(∆Ys) +
Kz

2
−

1

2
ψ′′(∆Ys)

]
|∆Zs|

2ds+

∫ ti

t

ψ′(∆Ys)dKs, (4.10)

where the last inequality comes from Hölder’s inequality.

We now choose ψ with the following form:

ψ(x) =
1

2Kz

(e2Kzx − 2Kzx− 1),

such that Kzψ
′ + Kz − 1

2ψ
′′ = 0, and it is straightforward to check that ψ is a C∞ func-

tion, increasing on [0,∞) and satisfies ψ(0) = 0. Furthermore, recalling Lemma 3.1 and the
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boundness of Y as the solution to forward-backward SDE (3.1) with reflection and denoting

M∞ , ‖Y
Π
‖∞ + ‖Y ‖∞, we can then get the following properties of ψ on [0,M∞]:

(a) |ψ′(x)|2 ≤ C1ψ(x),

(b) Kz|x|
2 ≤ ψ(x),

(c) ψ′(x) ≤ C2x,

(4.11)

where C1 = 4Kze
2KzM∞ and C2 = C1

2 .

Set C̃ , Kz

2 (1 + 2Mz)
2C1 and Λt , eC̃t. Applying Itô’s formula again to Λtψ(∆Yt) and

noting that ∆Yt ≥ 0 by Lemma 3.1, we have

Λtψ(∆Yt) +
Kz

2

∫ ti

t

Λs|∆Zs|
2ds

≤ Λtiψ(∆Yti)−

∫ ti

t

C̃Λsψ(∆Ys)ds+
Kz

2
(1 + 2Mz)

2

∫ ti

t

Λs|ψ
′(∆Ys)|

2ds

−

∫ ti

t

Λsψ
′(∆Ys)∆ZsdBs +

∫ ti

t

Λsψ
′(∆Ys)dKs.

Noting (4.11)(a), we further have

Λtψ(∆Yt) +
Kz

2

∫ ti

t

Λs|∆Zs|
2ds

≤ Λtiψ(∆Yti)−

∫ ti

t

Λsψ
′(∆Ys)∆ZsdBs +

∫ ti

t

Λsψ
′(∆Ys)dKs. (4.12)

In view of (4.11)(c), the integrand of the last term in (4.12) is estimated as follows:

Λsψ
′(∆Ys)dKs ≤ C2Λs∆YsdKs = C2Λs(Ys − Y

Π

s )dKs, ∀ s ∈ [ti−1, ti]. (4.13)

Then, the flat-off condition in (3.1), (3.5) and the definition of Ŷ Π further yield that

(Ys − Y
Π

s )dKs = (g(Xs)− Y
Π

s )dKs =
[
g(Xs)− EFs

(
Ŷ Π
ti

+

∫ ti

s

f(r,Xr, Ẑ
Π
r )dr

)]
dKs

= EFs

[
g(Xs)− Ŷ Π

ti
−

∫ ti

s

f(r,Xr, Ẑ
Π
r )dr

]
dKs

≤ EFs

[
g(Xs)− g(Xti)−

∫ ti

s

f(r,Xr, Ẑ
Π
r )dr

]
dKs. (4.14)

Next, we will consider two cases respectively in order to get finer convergence result when

we have additional regularity assumption about the obstacle function g. Let Assumption 3.1

hold in both cases. We will utilize some standard estimates of forward SDE and use C to denote

a universal constant that only depends on Kg,Kb,Mb and Mσ at this stage.

Case I If g is Lipschitz, we have

EFs [g(Xs)− g(Xti)] ≤ KgE
Fs |Xs −Xti | ≤ C|Π|

1
2 (1 + |Xs|), ∀ s ∈ [ti−1, ti].
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Case II If g is further in C2
b , applying Itô’s formula to g(Xt) gives that

g(Xs)− g(Xti) = −

∫ ti

s

[
g′(Xr)b(r,Xr) +

1

2
g′′(Xr)|σ(r)|

2
]
dr −

∫ ti

s

g′(Xr)σ(r)dBr .

Supposing that both |g′| and |g′′| are bounded by Kg and taking conditional expectation,

together with the assumptions of b and σ, we can obtain that

EFs [g(Xs)− g(Xti)] ≤ CEFs

[ ∫ ti

s

(1 + |Xr|)dr
]
= C

∫ ti

s

(1 + EFs |Xr|)dr

≤ C(ti − s)(1 + |Xs|) ≤ C|Π|(1 + |Xs|), ∀ s ∈ [ti−1, ti].

Combining the two cases together and letting q = 1
2 when we have Lipschitz obstacle function

and q = 1 when considering C2
b obstacle with more regularity, we get

EFs [g(Xs)− g(Xti)] ≤ C|Π|q(1 + |Xs|) ≤ C|Π|q
[
1 + EFs

(
sup

0≤t≤T

|Xt|
)]
, ∀ s ∈ [ti−1, ti].

Plugging it back to (4.14) and making use of Lemma 4.5, we have

(Ys − Y
Π

s )dKs ≤ EFs

[
g(Xs)− g(Xti)−

∫ ti

s

f(r,Xr, Ẑ
Π
r )dr

]
dKs

≤
[
C|Π|q

(
1 + EFs

(
sup

0≤t≤T

|Xt|
))

+

∫ ti

s

(
Mf +

α

2
|ẐΠ

r |
2
)
dr

]
dKs

≤
[
C|Π|q(1 + EFs [X ]) +

(
Mf +

α

2
|Mz|

2
)
|Π|

]
dKs. (4.15)

Here we denote X , sup
0≤t≤T

|Xt|, which is an FT -measurable and square-integrable random

variable. Note that we will let the constant C in the following further depend on T,Mz,M∞,

E|X |2,E|KT |
2 and all the constants appearing in Assumption 3.1, which may vary from line to

line as before. In turn, plugging the above estimate into (4.13) and taking expectation, we can

obtain that

E

[ ∫ ti

t

Λsψ
′(∆Ys)dKs

]
≤ CE

[ ∫ ti

t

Λs(Ys − Y
Π

s )dKs

]

≤ C|Π|qΛtiE

[ ∫ ti

t

(1 + EFs [X ])dKs

]
= C|Π|qΛtiE[(1 + X )(Kti −Kt)].

Since ψ′(x) = e2Kzx − 1 is bounded on [0,M∞] and Z ∈ H2([0, T ];Rm), taking expectation

on both sides of (4.12) gives that for any t ∈ [ti−1, ti],

E

[
Λtψ(∆Yt) +

Kz

2

∫ ti

t

Λs|∆Zs|
2ds

]

≤ E[Λtiψ(∆Yti )] + C|Π|qΛtiE[(1 + X )(Kti −Kt)], (4.16)

which further implies

E[ψ(∆Yti−1
)] ≤ eC̃∆ti{E[ψ(∆Yti)] + C|Π|qE[(1 + X )(Kti −Kti−1

)]}

≤ eC̃∆tiE[ψ(∆Yti )] + C|Π|qE[(1 + X )(Kti −Kti−1
)]
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by letting t = ti−1 and noting eC̃∆ti ≤ ΛT . Applying Lemma 4.3 again and noticing the fact

that ∆Ytn = 0, we can further obtain

max
1≤i≤n

E[ψ(∆Yti )] ≤ eC̃T
[
C|Π|q

n∑

i=1

E[(1 + X )(Kti −Kti−1
)]
]

= C|Π|qE[(1 + X )KT ] ≤ C|Π|q[E(1 + |X |2) + E|KT |
2] ≤ C|Π|q. (4.17)

Thus, we can conclude from (4.11)(b) and Lemma 3.1 that

max
1≤i≤n

E|∆Ŷti |
2 ≤ max

1≤i≤n
E|∆Yti |

2 ≤ C|Π|q.

Setting t = ti−1 again in (4.16) and taking summation from i = 1 to n on both sides give

rise to

E

[ ∫ T

0

|∆Zs|
2ds

]
≤

n∑

i=1

E

[ ∫ ti

ti−1

Λs|∆Zs|
2ds

]

≤ C
[
E[Λtnψ(∆Ytn)] + C|Π|qΛT

n∑

i=1

E[(1 + X )(Kti −Kti−1
)]
]
≤ C|Π|q,

through the same arguments as in (4.17) and the fact ψ(0) = 0. Consequently, (4.7) follows,

and it is easy to check the other part of (4.4).

Step 2 Taking supremum over [ti−1, ti] on both sides of (4.12), we can observe that

E

[
sup

t∈[ti−1,ti]

Λtψ(∆Yt)
]
≤ E[Λtiψ(∆Yti)] + E

[
sup

t∈[ti−1,ti]

∣∣∣
∫ ti

t

Λsψ
′(∆Ys)∆ZsdBs

∣∣∣
]

+ E

[
sup

t∈[ti−1,ti]

∫ ti

t

Λsψ
′(∆Ys)dKs

]
. (4.18)

For the second term in the above inequality, applying B-D-G inequality and using (4.11)(a)

and Young’s inequality, we obtain

E

[
sup

t∈[ti−1,ti]

∣∣∣
∫ ti

t

Λsψ
′(∆Ys)∆ZsdBs

∣∣∣
]
≤ CE

[ ∫ ti

ti−1

|Λsψ
′(∆Ys)∆Zs|

2ds
] 1

2

≤ CE
[

sup
t∈[ti−1,ti]

Λtψ(∆Yt)

∫ ti

ti−1

Λs|∆Zs|
2ds

] 1
2

≤
1

2
E

[
sup

t∈[ti−1,ti]

Λtψ(∆Yt)
]
+ CE

[ ∫ ti

ti−1

Λs|∆Zs|
2ds

]
.

In turn, it follows that the third term is equal to

E

[ ∫ ti

ti−1

Λsψ
′(∆Ys)dKs

]
≤ C|Π|qΛtiE[(1 + X )(Kti −Kti−1

)]

≤ C|Π|qΛTE[(1 + X )KT ].
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Plugging them back into (4.18) gives

E

[
sup

t∈[ti−1,ti]

Λtψ(∆Yt)
]
≤ 2E[Λtiψ(∆Yti)] + CE

[ ∫ ti

ti−1

Λs|∆Zs|
2ds

]
+ C|Π|qΛTE[(1 + X )KT ]

≤ 2ΛTE[ψ(∆Yti )] + CΛTE

[ ∫ T

0

|∆Zs|
2ds

]
+ C|Π|qΛTE[(1 + X )KT ]

≤ CE[ψ(∆Yti )] + C|Π|q .

Then by the result of the first step, we deduce that

max
1≤i≤n

E

[
sup

t∈[ti−1,ti]

Λtψ(∆Yt)
]
≤ C max

1≤i≤n
E[ψ(∆Yti )] + C|Π|q ≤ C|Π|q,

and thus (4.5) follows.

Step 3 Now we need to check the assertion related to K. From (3.1) and (3.5)–(3.6), we

have

K̂Π
t = K̂Π

ti
= Ŷ Π

0 − [Y
Π

t 1{t6=ti} + Ŷ Π
t 1{t=ti}]−

∫ t

0

f(r,Xr, Ẑ
Π
r )dr +

∫ t

0

ẐΠ
r dBr,

Kt = Y0 − Yt −

∫ t

0

f(r,Xr, Zr)dr +

∫ t

0

ZrdBr.

Denote ∆K , K − K̂Π. It then follows that

∆Kt = ∆Ŷ0 − [∆Yt1{t6=ti} +∆Ŷt1{t=ti}]−

∫ t

0

[f(r,Xr, Zr)− f(r,Xr, Ẑ
Π
r )]dr +

∫ t

0

∆ZrdBr,

thus

E

[
sup

t∈[ti−1,ti]

|∆Kt|
]
≤ E|∆Ŷ0|+ E

[
sup

t∈[ti−1,ti]

(|∆Yt|+ |∆Ŷt|)
]
+ E

[
sup

t∈[ti−1,ti]

∣∣∣
∫ t

0

∆ZrdBr

∣∣∣
]

+ E

[
sup

t∈[ti−1,ti]

∣∣∣
∫ t

0

[f(r,Xr, Zr)− f(r,Xr, Ẑ
Π
r )]dr

∣∣∣
]
.

Applying B-D-G inequality and moment inequality, together with the results proved in the

former two steps and the estimate (4.9), we then deduce that

E

[
sup

t∈[ti−1,ti]

|∆Kt|
]
≤ [E|∆Ŷ0|

2]
1
2 +

[
E

(
sup

t∈[ti−1,ti]

(|∆Yt|
2 + |∆Ŷt|

2)
)] 1

2

+ E

[(∫ ti

0

|∆Zr|
2dr

) 1
2
]

+ E

[ ∫ ti

0

Kz(1 + 2Mz + |∆Zr|)|∆Zr|dr
]

≤ C|Π|
q

2 + C
(
E

[ ∫ ti

0

(1 + |∆Zr|)
2dr

]) 1
2
(
E

[ ∫ ti

0

|∆Zr|
2dr

]) 1
2

≤ C|Π|
q

2 + C|Π|
q

2 (T + |Π|q)
1
2 ≤ C|Π|

q

2 .

Thus we obtain

sup
t∈[0,T ]

E[|K̂Π
t −Kt|] ≤ max

1≤i≤n
E

[
sup

t∈[ti−1,ti]

|K̂Π
t −Kt|

]
≤ C|Π|

q

2 ,

and the proof is complete.
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5 Conclusions

We have characterized the continuous and discrete optimal investment stopping problems

separately and provided the convergence result, which comes down to the convergence from dis-

cretely to continuously quadratic reflected BSDE, via the tools of quadratic BSDE with bounded

terminals. While at present, we need the bounded assumption due to technical restriction when

we try to apply the method in Lipschitz case to Quadratic, and what we discussed here is ac-

tually a specific form of quadratic generator without y involved, since the BSDE essentially

originates from the utility maximization problem.

Also notice that we still need to solve a non-discretized BSDE on each time interval [ti−1, ti)

in (3.5), which is not ideal enough for practical application. Thus we may further consider the

real discrete scheme for the quadratic reflected BSDE as in Lipschitz case (see [2, 16]), which

will indicate the way to solve the optimal investment stopping problem numerically, as well as

generalize the settings about generator and terminal value in our future research.

Appendix Proof of Lemma 4.2

As in the literature, we suppose that the functions b, g and f in the forward-backward

SDE (4.2) are differentiable with respect to x and z firstly. Thus the solution (X,Y, Z) is

differentiable with respect to x and (∇X,∇Y,∇Z) satisfies the following SDE and BSDE:

∇Xt = 1 +

∫ t

0

∇b(s,Xs)∇Xsds,

∇Yt = ∇g(XT )∇XT −

∫ T

t

∇ZsdBs

+

∫ T

t

[∇xf(s,Xs, Zs)∇Xs +∇zf(s,Xs, Zs)∇Zs]ds.

(A.1)

Moreover, we can deduce from Assumption 3.1 that the coefficients appearing in the above

equations satisfy |∇b(t, x)| ≤ Kb, |∇g(x)| ≤ Kg, |∇xf(t, x, z)| ≤ Kx(1+|z|) and |∇zf(t, x, z)| ≤

Kz(1 + 2|z|) respectively.

Thanks to the Malliavin calculus, it is classical to show that a version of (Zt)t∈[0,T ] is given

by (∇Yt(∇Xt)
−1σ(t))t∈[0,T ]. Then, noting that both |∇Xt| and |(∇Xt)

−1| are bounded by eKbT

for any t ∈ [0, T ], we have the following estimate

|∇xf(s,Xs, Zs)∇Xs| ≤ Kx(1 + |Zs|)|∇Xs|

≤ Kx(1 + |∇Yt(∇Xt)
−1σ(t)|)eKbT ≤ Kxe

KbT (1 + eKbTMσ|∇Yt|). (A.2)

Let K , KxMσe
2KbT . Applying Itô-Tanaka’s formula to eKt|∇Yt|, we obtain

eKt|∇Yt| = eKT |∇g(XT )∇XT | −

∫ T

t

KeKs|∇Ys|ds−

∫ T

t

sgn(∇Ys)e
Ks∇ZsdBs

+

∫ T

t

sgn(∇Ys)e
Ks[∇xf(s,Xs, Zs)∇Xs +∇zf(s,Xs, Zs)∇Zs]ds

−

∫ T

t

eKsdLs, (A.3)
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where L is a real-valued, adapted, increasing and continuous process known as local time of

∇Y at level 0. The BMO property of Z ∗B and the fact |∇zf(t, x, z)| ≤ Kz(1+2|z|) guarantee

that

∥∥∥
∫ ·

0

∇zf(s,Xs, Zs)dBs

∥∥∥
2

BMO
= sup

τ∈[0,T ]

E

[ ∫ T

τ

|∇zf(s,Xs, Zs)|
2ds

∣∣∣Fτ

]

≤ C
(
1 + sup

τ∈[0,T ]

E

[ ∫ T

τ

|Zs|
2ds

∣∣∣Fτ

])
= C(1 + ‖Z ∗B‖2BMO) <∞,

which further implies that E(
∫ ·

0 ∇zf(s,Xs, Zs)dBs)t is a uniformly integrable martingale. In

turn, we are able to apply Girsanov theorem and rewrite (A.3) under the equivalent probability

measure Q as

eKt|∇Yt| ≤ eKT |∇g(XT )∇XT | −

∫ T

t

KeKs|∇Ys|ds−

∫ T

t

sgn(∇Ys)e
Ks∇ZsdB

Q
s

+

∫ T

t

eKs(Kxe
KbT +K|∇Ys|)ds

≤ eKT |∇g(XT )∇XT | −

∫ T

t

sgn(∇Ys)e
Ks∇ZsdB

Q
s +

1

K
Kxe

KbT eKT ,

where we used the estimate (A.2) and the fact dLt ≥ 0, and BQ
t , Bt −

∫ t

0
∇zf(s,Xs, Zs)ds

is a standard Brownian motion under Q. Then, taking conditional expectation on both sides

and noticing that ∇Z is actually the second component of the solution to BSDE in (A.1), we

obtain

eKt|∇Yt| ≤ EQ
[
eKT |∇g(XT )∇XT |+

1

K
Kxe

KbT eKT
∣∣∣Ft

]

≤ eKT eKbT
[
Kg +

Kx

K

]
.

Using the expression of Zt again, we can finally deduce that for any t ∈ [0, T ],

|Zt| = |∇Yt(∇Xt)
−1σ(t)|

≤ eKbTMσ|∇Yt| ≤ eKT [e2KbTMσKg + 1].

We conclude the proof by noting that when b, g and f are not differentiable, one can also

prove the result by a standard approximation and the stability result for BSDEs.
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