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Positive Solutions for Asymptotically Linear

Cone-Degenerate Elliptic Equations∗
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Abstract In this paper, the authors study the asymptotically linear elliptic equation on
manifold with conical singularities

−∆Bu+ λu = a(z)f(u), u ≥ 0 in R
N
+ ,

where N = n + 1 ≥ 3, λ > 0, z =
(

t, x1, · · · , xn

)

, and ∆B = (t∂t)
2 + ∂2

x1
+ · · · + ∂2

xn
.

Combining properties of cone-degenerate operator, the Pohozaev manifold and qualitative
properties of the ground state solution for the limit equation, we obtain a positive solution
under some suitable conditions on a and f .
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erators
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1 Introduction

In this paper, we consider the following degenerate equation

−∆Bu+ λu = a(z)f(u), u ≥ 0 in R
N
+ (1.1)

for N = n+ 1 ≥ 3, λ > 0 and z = (t, x) ∈ R
N
+ . The operator ∆B is defined by (t∂t)

2 + ∂2x1
+

· · ·+ ∂2xn
, which is an elliptic operator with totally characteristic degeneracy on the boundary

t = 0 (we also call it Fuchsian type Laplace operator), and the corresponding gradient operator

is denoted by ∇B = (t∂t, ∂x1 , · · · , ∂xn
).

The analysis on manifolds with conical singularities and the properties of elliptic operators

are intensively studied. Based on Schulze’s cone algebra (see [22]), Schrohe and Seiler [21]

introduced the so-called Lp-theory for the cone Sobolev spaces. Recently, Chen, Liu and Wei

[7] established the so-called cone Sobolev inequality and Poincaré inequality for the weighted

Sobolev spaces. Such kind of inequalities are fundamental to prove the existence of the solutions

for nonlinear problems with totally characteristic degeneracy. First, by using these inequalities

and the variational method they got the existence theorem for a class of semilinear totally
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characteristic elliptic equations with subcritical cone Sobolev exponents in [7]. Then, they

studied equations with critical cone Sobolev exponents in [6]. At last, they obtained multiple

solutions for equations with subcritical or critical cone Sobolev exponents in [8]. For more

results on totally characteristic elliptic equations, one can refer to [5, 9, 17]. All the results of

above concerned the equations with super-linear term.

In this paper, we will assume the following conditions on f :

(f1) f ∈ C(R,R+), f(s) = 0 for s ≤ 0 and lim
s→0+

f(s)
s

= 0;

(f2) lim
s→+∞

f(s)
s

= 1;

(f3) set F (s) =
∫ s

0
f(τ)dτ and Q(s) = 1

2f(s)s− F (s). There exists D ≥ 1 such that

0 < Q(s) ≤ DQ(τ) for all 0 < s ≤ τ, lim
s→+∞

Q(s) = +∞.

And the function a : RN
+ → R satisfies:

(A1) a(z) ∈ C2(RN
+ ,R

+) with inf
R

N
+
a(z) > 0;

(A2) lim inf
|z|→+∞

a(z) = a∞ > λ;

(A3) (ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x) ≥ 0 for all (t, x) ∈ R

N
+ , with strict inequality holding

on a set of positive measure;

(A4) a(t, x) + 1
N

[
(ln t)t∂ta(t, x) +

n∑
i=1

xi∂xi
a(t, x)

]
< a∞ for all (t, x) ∈ R

N
+ ;

(A5) (ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x) + 1

N
(ln t, x) ·Ha(t, x) · (ln t, x) ≥ 0 for all (t, x) ∈ R

N
+ ,

where (ln t, x) ·Ha(t, x) · (ln t, x) := (ln t)2[t∂ta+ t2∂2t a] + 2
n∑

i=1

xi(ln t)t∂
2
txi
a +

n∑
i,j=1

xixj∂
2
xixj

a

is the value of Hessian matrix Ha(t, x) of function a, in the sense of measure dt
t
dx, applying at

the vector (ln t, x).

Note that, the condition (f2) means that the nonlinear term is asymptotically linear at

infinity. This model with standard version comes from nonlinear optics, see [24–25]. However,

when we consider a similar nonlinear elliptic problem on manifold with conical singularities, then

near the conic point, we can use the cylindrical coordinates transformation to make the model to

be problem (1.1) (see [22]). Since the nonlinear term is not homogeneous and is asymptotically

linear at infinity, not all functions u ∈ H1,N2
2 (RN

+ )\{0} can be projected on the Nehari manifold

(see [11]) and the method in [12, 20] also fails, in which they exploited the fact that, under

suitable hypotheses including that the nonlinear term of the elliptic equation is homogeneous

and super-quadratic at infinity, the mountain pass min-max level of the energy functional

associated with the equations is equal to the minimum of the energy functional restricted to

the Nehari manifold. Fortunately, all functions on an open subset of H1,N2
2 (RN

+ )\{0} can be

projected on the Pohozaev manifold associated with the equation, and we can restrict on this

manifold to find the critical points. This is inspired by [15]. At the same time, we should

replace the Palais-Smale condition by the Cerami condition (see [4, 10]):

(Ce) the functional I satisfies the Cerami condition if, for any sequence {uj} ⊂ H1,N2
2 (RN

+ )

such that {I(uj)} is bounded and ‖I ′(uj)‖(1+‖uj‖) → 0, there exists a convergent subsequence.

Consider the energy functional I : H1,N2
2 (RN

+ ) → R,

I(u) =
1

2

∫

R
N
+

|∇Bu|2
dt

t
dx−

∫

R
N
+

[
a(z)F (u)− 1

2
λu2

]dt
t
dx,



Cone-Degenerate Elliptic Equations 687

naturally associated with problem (1.1). Then we have following nonexistence result.

Theorem 1.1 Assume that (A1)–(A5) and (f1)–(f3) hold, then

p := inf
u∈P

I(u) = c := min
γ∈Γ

max
τ∈[0,1]

I(γ(τ)) (1.2)

is not a critical level of I and the infimum above is not achieved. Here, P is Pohozaev manifold

associated with problem (1.1) which will be defined bellow in (2.7) and

Γ :=
{
γ ∈ C([0, 1];H1,N2

2 (RN
+ )) | γ(0) = 0, I(γ(1)) < 0

}
.

Remark 1.1 Theorem 1.1 shows that the mountain pass value is not the critical level of

I(u). This means that to find the critical point of I(u), we can not use the idea by the classical

mountain pass lemma under the conditions on a and f in Theorem 1.1. Moreover, one can only

except the existence of solutions with higher level energy.

Consider also the limiting problem corresponding with problem (1.1),

−∆Bu+ λu = a∞f(u) in R
N
+ , (1.3)

and its associated energy functional

I∞(u) =
1

2

∫

R
N
+

|∇Bu|2
dt

t
dx−

∫

R
N
+

[
a∞F (u)−

1

2
λu2

]dt
t
dx.

In Section 3 we will show that problem (1.3) has exact one positive solution which is “radial”

and a least energy solution under some conditions. Then, we have following existence result.

Suppose

(f4) f ∈ C1(R,R+) ∩ Lip (R,R+).

Theorem 1.2 Assume that (A1)–(A5) and (f1)–(f4) hold. Then problem (1.1) admits a

positive solution u ∈ H1,N2
2 (RN

+ ).

Remark 1.2 To prove Theorem 1.2, the main idea is to use linking argument together with

barycenter functional restricted to Pohozaev manifold P . A crucial step is to construct Cerami

sequence and we give a clear exposition.

Remark 1.3 Conditions (A2), (A3) and (A4) imply that

(ln t) · t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x) → 0 if |z| → ∞. (1.4)

Conditions (f1) and (f2) show that, given ε > 0 and 2 ≤ p ≤ 2∗, there exists a positive constant

C = C(ε, p) such that for all s ∈ R,

|F (s)| ≤ ε

2
|s|2 + C|s|p. (1.5)

Remark 1.4 An example of function f satisfying conditions (f1)–(f4) is

f(s) =





s3

1 + s2
, s ≥ 0,

0, s ≤ 0.

(1.6)
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One can verify that

a(z) = a∞ − 1√
(ln t)2 + |x|2 + k

with k >
1

a∞
and a∞ > λ

satisfies previous assumptions (A1)–(A5).

This paper is organized as follows. In Section 2, we introduce the cone Sobolev spaces and

corresponding properties. At the same time, we establish the distance and Pohozaev identity

on cone. In Section 3, we study some properties for solutions of limiting problem, in particular,

the least energy solution is considered. Then, we give the nonexistence result in Section 4. At

last, we prove the existence of a positive solution for problem (1.1) in Section 5.

2 Preliminaries

2.1 Cone Sobolev spaces and inequalities on R
N

+

Definition 2.1 For (t, x) ∈ R
N
+ , γ ∈ R and 1 ≤ p < +∞, we say that u(t, x) ∈ Lγ

p

(
R

N
+ ,

dt
t
dx

)

if

‖u‖Lγ
p
=

( ∫

R
N
+

tN |t−γu(t, x)|p dt
t
dx

) 1
p

< +∞.

The definition of the weighted Sobolev space for 1 ≤ p < +∞ is as follows.

Definition 2.2 For m ∈ N and γ ∈ R, the space

Hm,γ
p (RN

+ ) =
{
u ∈ D′(RN

+ ) : (t∂t)
k∂αx u ∈ Lγ

p

(
R

N
+ ,

dt

t
dx

)}

for arbitrary k ∈ N and multi-index α ∈ N
n with k + |α| ≤ m.

It is easy to see that Hm,γ
p

(
R

N
+ ,

dt
t
dx

)
is a Banach space with norm

‖u‖Hm,γ
p (RN

+ ) =
∑

k+|α|≤m

( ∫

R
N
+

tN |t−γ(t∂t)
k∂αx u|p

dt

t
dx

) 1
p

.

Proposition 2.1 (Cone Sobolev inequality, see [7]) Assume that 1 ≤ p < N, 1
p∗ = 1

p
− 1

N

and γ ∈ R. The following estimate

‖u‖
L

γ∗

p∗
(RN

+ )
≤ c1‖(t∂t)u‖Lγ

p(RN
+ ) + (c1 + αc2)

n∑

i=1

‖∂xi
u‖Lγ

p(RN
+ ) + c2‖u‖Lγ

p(RN
+ )

holds for all u(t, x) ∈ C∞
0 (RN

+ ), where

γ∗ = γ − 1, c1 =
α

N
, c2 =

1

N

∣∣∣(N − 1)(N − pγ)

N − p

∣∣∣
1
N

for α =
(N − 1)p

N − p
.

Moreover, if u(t, x) ∈ H1,γ
p (RN

+ ), we have

‖u‖
L

γ∗

p∗
(RN

+ )
≤ c‖u‖H1,γ

p (RN
+ ),

where the constant c = c1 + αc2.

In what follows, we denote ‖u‖ :=
( ∫

R
N
+
|∇Bu|2 dt

t
dx+λ

∫
R

N
+
u2 dt

t
dx

) 1
2 the norm inH1,N2

2 (RN
+ ).
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2.2 Distance on cone

Since the distance on cone is ds2 = 1
t2
(dt)2 +

n∑
i=1

(dxi)
2, we obtain the distance between

point z =
(
t, x1, · · · , xn

)
and z0 =

(
t0, x

0
1, · · · , x0n

)
on cone is

d(z, z0) =

√√√√(ln t− ln t0)2 +

n∑

i=1

(xi − x0i )
2. (2.1)

For simplicity, we denote the points z = (t, x), w = (s, y) in R
N
+ and |z| =

√
(ln t)2 +

n∑
i=1

x2i .

For functional g = g(z, u) = g(t, x, u) with t ∈ R+, x ∈ R
n and u(t, x) ∈ R, we denote

∂0g = ∂tg(t, x, u), ∂ig = ∂xi
g(t, x, u), ∂N+1g = ∂ug(t, x, u).

We introduce the open “ball” in R
N
+ in the sense of measure dt

t
dx with center w = (s, y) and

radius r as follows:

Ωr(s, y) :=
{
(t, x) ∈ R

N
+ ;

(
ln
t

s

)2

+

n∑

i=1

(xi − yi)
2 < r2

}
.

We say u = u(z) is “radially symmetric” about w = (s, y), if u(z1) = u(z2) as d(z1, w) =

d(z2, w).

For µ > 0 and u ∈ H1,N2
2 (RN

+ ), we introduce a scaled function uµ(t, x) := u
(
t

1
µ , x

µ

)
. And for

the point (s, y) ∈ R
N
+ , let Tsyu(t, x) := u

(
t
s
, x− y

)
denote the translation function.

Remark 2.1 By (2.1), we have

d
((
t

1
µ ,
x

µ

)
, (1, 0)

)
=

√
(ln t

1
µ )2 +

( |x|
µ

)2

=
1

µ

√
(ln t)2 + |x|2 =

1

µ
d((t, x), (1, 0))

and

d
(( t0

s
, x0 − y

)
,
( t
s
, x− y

))
=

√
(ln t− ln t0)2 + |x0 − x|2 = d((t0, x

0), (t, x)).

Therefore, the introduction of scaled function uµ and translation function Tsyu has meaning.

2.3 Pohozaev identity and manifold

In this section, we deduce the Pohozaev identity on cone and introduce the corresponding

manifold. The original work is Pohozaev [19].

Proposition 2.2 Let u ∈ H1,N2
2 (RN

+ )\{0} be a solution of (1.1), then u satisfies

N − 2

2

∫

R
N
+

|∇Bu|2
dt

t
dx = N

∫

R
N
+

G(z, u)
dt

t
dx+

∫

R
N
+

[
(ln t)t∂ta(t, x)

+

n∑

i=1

xi∂xi
a(t, x)

]
F (u)

dt

t
dx, (2.2)

where G(z, u) = a(z)F (u)− 1
2λu

2.
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Proof We write−∆Bu = a(z)f(u)−λu =: g(z, u) and introduce the transform T (s)u(t, x) :=

u
(
t
1
s , x

s

)
, then T (1) = id and

∂

∂s

∣∣∣
s=1

T (s) = −(ln t, x) · ∇B.

Set ϕ ∈ D(R) satisfy 0 ≤ ϕ ≤ 1, ϕ(r) = 1 if r ≤ 1, and ϕ(r) = 0 if r ≥ 2. Define

ϕk(t, x) = ϕ
( (ln t)2 + |x|2

k2

)
,

then there exists a constant c ≥ 0 such that for all integer k, we have

ϕk ≤ c, |(ln t, x)| · |∇Bϕk(t, x)| ≤ c. (2.3)

To obtain the Pohozaev identity, we multiple −∆Bu = g(z, u) by ϕk(t, x)((ln t, x) ·∇Bu) and

get

∆Bu ϕk(t, x)((ln t, x) · ∇Bu) + g(z, u)ϕk(t, x)((ln t, x) · ∇Bu) = 0.

On one hand,

∆Bu ϕk(t, x)((ln t, x) · ∇Bu)

= ∇B · (∇Bu ϕk(t, x)(ln t, x) · ∇Bu)− (∇Bu · ∇Bϕk)((ln t, x) · ∇Bu)

− ϕk{∇B[(ln t, x) · ∇Bu] · ∇Bu}
= ∇B · (ϕk∇Bu (ln t, x) · ∇Bu)− (∇Bu · ∇Bϕk)((ln t, x) · ∇Bu)

− ϕk

{
|∇Bu|2 + (ln t, x) · ∇B

|∇Bu|2
2

}

= ∇B · (ϕk∇Bu (ln t, x) · ∇Bu)− (∇Bu · ∇Bϕk)((ln t, x) · ∇Bu)

−
{
ϕk|∇Bu|2 +∇B ·

(
ϕk(t, x)(ln t, x)

|∇Bu|2
2

)
−∇Bϕk · (ln t, x) |∇Bu|2

2
−Nϕk

|∇Bu|2
2

}
.

On the other hand,

∇B · [G(z, u)ϕk(t, x)(ln t, x)] = [t∂0G+ tg(z, u)∂tu]ϕk ln t+Gt∂tϕk ln t+Gϕk

+

n∑

i=1

[∂iGϕkxi + g(z, u)∂xi
u ϕkxi +G∂xi

ϕkxi] +Gϕk(N − 1)

= g(z, u)ϕk(t, x)((ln t, x) · ∇Bu) +
[
(ln t) · t∂0G+

n∑

i=1

xi∂iG
]
ϕk

+G∇Bϕk · (ln t, x) +NGϕk.

Therefore, we get

∇B · (∇Bu ϕk(t, x)(ln t, x) · ∇Bu)− (∇Bu · ∇Bϕk)((ln t, x) · ∇Bu)− ϕk|∇Bu|2

−∇B ·
(
ϕk(t, x)(ln t, x)

|∇Bu|2
2

)
+∇Bϕk · (ln t, x)

|∇Bu|2
2

+Nϕk

|∇Bu|2
2

+∇B · [Gϕk(t, x)(ln t, x)]−
[
(ln t)t∂0G+

n∑

i=1

xi∂iG
]
ϕk −G∇Bϕk · (ln t, x)−NG(z, u)ϕk = 0.
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Integrating on Ωr(1, 0) with measure dt
t
dx, we obtain

∫

∂Ωr(1,0)

[
∇Bu (ln t, x) · ∇Bu− (ln t, x)

|∇Bu|2
2

+G(z, u)(ln t, x)
]
ϕk · νdS

=

∫

Ωr(1,0)

{[
NG(z, u)− N − 2

2
|∇Bu|2 + (ln t)t∂0G+

n∑

i=1

xi∂iG
]
ϕk

+ (∇Bu · ∇Bϕk) (ln t, x) · ∇Bu−∇Bϕk · (ln t, x) |∇Bu|2
2

+G(z, u)∇Bϕk · (ln t, x)
}dt

t
dx,

where ν = (ln t,x)
r

is the unit outward normal vector of ∂Ωr(1, 0).

Hence (2.3) and the Lebesgue dominated convergence theorem imply that

∫

∂Ωr(1,0)

[
∇Bu (ln t, x) · ∇Bu− (ln t, x)

|∇Bu|2
2

+G(z, u)(ln t, x)
]
· νdS

=

∫

Ωr(1,0)

[
NG(z, u)− N − 2

2
|∇Bu|2 + (ln t)t∂0G+

n∑

i=1

xi∂iG
]dt
t
dx. (2.4)

Since
∫

R
n+1
+

[
|G(z, u)|+ 1

2
|∇Bu|2

]dt
t
dx

=

∫ ∞

0

{∫

∂Ωr(1,0)

[
|G(z, u)|+ 1

2
|∇Bu|2

]
dS

}
dR < +∞, (2.5)

then there exists a sequence Rn → +∞ such that as n→ +∞,

Rn

∫

∂Ωr(1,0)

[
|G(z, u)|+ 1

2
|∇Bu|2

]
dS → 0. (2.6)

If this is false and

lim
R→+∞

R

∫

∂Ωr(1,0)

[
|G(z, u)|+ 1

2
|∇Bu|2

]
dS = α > 0,

then |G(z, u)|+ 1
2 |∇Bu|2 6∈ LN

1

(
R

N
+ ,

dt
t
dx

)
, which contradicts (2.5).

Thus, combining (2.4) and (2.6) we get

N − 2

2

∫

R
N
+

|∇Bu|2
dt

t
dx =

∫

R
N
+

[
NG(z, u) + (ln t)t∂0G(z, u) +

n∑

i=1

xi∂iG(z, u)
]dt
t
dx,

which means (2.2).

Now we define the Pohozaev manifold associated with (1.1) by

P := {u ∈ H1,N2
2 (RN

+ )\{0}; u satisfies (2.2)}. (2.7)

In the following discussion, we denote dt
t
dx by dσ.

Lemma 2.1 Let functional J : H1,N2
2 (RN

+ ) → R be defined by

J(u) =
N − 2

2

∫

R
N
+

|∇Bu|2dσ−N
∫

R
N
+

G(z, u)dσ−
∫

R
N
+

[
(ln t)t∂ta(t, x)+

n∑

i=1

xi∂xi
a(t, x)

]
F (u)dσ.
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Then, it holds that

(1) {u ≡ 0} is an isolated point of J−1({0});
(2) P = {u ∈ H1,N2

2 (RN
+ )\{0} : J(u) = 0} is a closed set;

(3) P is a C1 manifold;

(4) there exists α > 0 such that ‖u‖ > α for all u ∈ P .

Proof (1) By condition (A4), we have

J(u) =
N − 2

2

∫

R
N
+

|∇Bu|2dσ −N

∫

R
N
+

([
a(t, x)

+

(ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x)

N

]
F (u)− 1

2
λu2

)
dσ

>
N − 2

2

∫

R
N
+

|∇Bu|2dσ −N

∫

R
N
+

[
a∞F (u)−

1

2
λu2

]
dσ

≥ N − 2

2
‖u‖2 −N

∫

R
N
+

a∞F (u)dσ.

Then the Cone Sobolev embedding and condition (1.5) imply that

J(u) >
N − 2

2
‖u‖2 − εNa∞

2λ

∫

R
N
+

λ|u|2dσ − CNa∞

∫

R
N
+

|u|pdσ

≥ 1

2

(
N − 2− εNa∞

λ

)
‖u‖2 − CNa∞‖u‖p.

If we take ε > 0 small enough and 0 < ρ < 1 such that

(N − 2)λ− εNa∞ > 0, ρp <
1

4CNa∞

(
N − 2− εNa∞

λ

)
ρ2,

then if ‖u‖ = ρ, we have

J(u) >
1

4

(
N − 2− εNa∞

λ

)
ρ2 > 0.

And J(u) > 0 if 0 < ‖u‖ < ρ.

(2) Since J(u) is a C1 functional, thus P ∪ {0} = J−1({0}) is a closed subset. Moreover,

{u ≡ 0} is an isolated point of J−1({0}) and then P is a closed set.

(3) Considering the derivative of J at u, we have

〈J ′(u), u〉 = (N − 2)

∫

R
N
+

|∇Bu|2dσ −N

∫

R
N
+

([
a+

(ln t)t∂ta+
n∑

i=1

xi∂xi
a

N

]
f(u)u− λu2

)
dσ.

Since u ∈ P , if follows that

〈J ′(u), u〉 = 2N

∫

R
N
+

[
a(t, x) +

(ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x)

N

]
F (u)dσ

−N

∫

R
N
+

[
a(t, x) +

(ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x)

N

]
f(u)udσ
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= 2N

∫

R
N
+

[
a(t, x) +

(ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x)

N

]
·
[
F (u)− 1

2
f(u)u

]
dσ < 0,

where we used (A1), (A3) and (f3).

Therefore, if u ∈ P then 〈J ′(u), u〉 < 0. Thus by implicit function theorem, we know that

P is a C1 manifold.

(4) Since 0 is an isolated point of J−1
(
{0}

)
, there must be a “ball” ‖u‖ ≤ α which does not

intersect P and the assertion is proved.

3 Energy Levels for Limiting Problem

In this section, we study some crucial properties of solutions for the limiting problem

−∆Bu+ λu = a∞f(u) in R
N
+ , (3.1)

where λ > 0 and a∞ > λ.

Let I∞ : H1,N2
2 (RN

+ ) → R be the energy functional corresponding to (3.1), namely

I∞(u) =
1

2

∫

R
N
+

|∇Bu|2dσ −
∫

R
N
+

G∞(u)dσ with G∞(u) = a∞F (u)−
1

2
λu2.

We say that a solution Φ of (3.1) is a least energy solution to (3.1) if

I∞(Φ) = m, m := inf{I∞(u) : u ∈ H1,N2
2 (RN

+ )\{0} is a solution of (3.1)}.

The Pohozaev identity corresponding to (3.1) can be stated as

N − 2

2

∫

R
N
+

|∇Bu|2dσ = N

∫

R
N
+

G∞(u)dσ,

and we introduce the manifold

P∞ := {u ∈ H1,N2
2 (RN

+ )\{0}, J∞(u) = 0},

where J∞(u) = N−2
2

∫
R

N
+
|∇Bu|2dσ −N

∫
R

N
+
G∞(u)dσ. Consider the set of paths

Γ∞ := {γ ∈ C([0, 1];H1,N2
2 (RN

+ )) | γ(0) = 0, I∞(γ(1)) < 0},

and define the min-max mountain pass level

c∞ := min
γ∈Γ∞

max
τ∈[0,1]

I∞(γ(τ)).

Then, we have following property, which is important for the proof of nonexistence.

Proposition 3.1 It holds m = c∞.

In order to prove this result, based on a key observation, we deduce the following property.

Proposition 3.2 Suppose that a∞ > λ > 0 and (f1), (f2) hold. Then there exists a

nontrivial “radial” least energy solution u for problem (3.1) such that

I∞(u) = m = inf
v∈P∞

I∞(v).
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Proof We divide the proof into three steps.

Step 1 The set
{
u ∈ H1,N2

2 (RN
+ ),

∫
R

N
+
G∞(u)dσ = 1

}
is not empty.

Since a∞ > λ and lim
s→+∞

f(s)
s

= 1, there exists ζ > 0 such that

G∞(ζ) = a∞F (ζ)−
1

2
λζ2 > 0.

Now for R > 1, we define

uR(z) =





ζ for |z| ≤ R,

ζ(R + 1− r) for r = |z| ∈ [R,R+ 1],

0 for |z| ≥ R+ 1.

Then, uR(z) ∈ H1,N2
2 (RN

+ ) and

∫

R
N
+

G∞(uR)dσ ≥ G∞(ζ)
∣∣ΩR

∣∣
B
−
∣∣ΩR+1\ΩR

∣∣
B
max
s∈[0,ζ]

|G∞(s)|,

where |ΩR|B is the volume of ΩR in the sense of measure dt
t
dx. Therefore, there exist constants

C,C′ > 0 such that ∫

R
N
+

G∞(uR)dσ ≥ CRN − C′RN−1.

For R large enough, this shows that
∫
R

N
+
G∞(uR)dσ > 0.

Since
∫
R

N
+
G∞((uR)µ)dσ = µN

∫
R

N
+
G∞(uR)dσ, there exists a proper constant µ > 0 such

that
∫
R

N
+
G∞((uR)µ)dσ = 1.

Step 2 For any u(t, x) ∈ H1,N2
2 (RN

+ ), there exists v(t, x) := u(et, x) ∈ H1(RN ). And for any

v(t, x) ∈ H1(RN ), there exists u(t, x) := v(ln t, x) ∈ H1,N2
2 (RN

+ ). At the same time

∫

R
N
+

[
(t∂tu(t, x))

2 +

n∑

i=1

(∂xi
u(t, x))2

]dt
t
dx =

∫

R
N
+

[
(t∂tv(ln t, x))

2 +

n∑

i=1

(∂xi
v(ln t, x))2

]dt
t
dx

=

∫

RN

[
(∂tv(t, x))

2 +
n∑

i=1

(∂xi
v(t, x))2

]
dtdx

and ∫

R
N
+

[
a∞F (u)−

1

2
λu2

]dt
t
dx =

∫

RN

[
a∞F (v)−

1

2
λv2

]
dtdx.

Thus, problem

min
{∫

R
N
+

|∇Bu|2dσ; u ∈ H1,N2
2 (RN

+ ),

∫

R
N
+

G∞(u)dσ = 1
}

(3.2)

is equivalent to the problem

min
{∫

RN

|∇v|2dtdx; v ∈ H1(RN ),

∫

RN

G∞(v)dtdx = 1
}
. (3.3)
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From Berestycki and Lions’s paper [2], we know that there exists a positive, spherically sym-

metric solution v ∈ H1(RN ) for problem (3.3). By (2.1), if v(t, x) is symmetric with (0, 0), then

u(t, x) := v(ln t, x) will be symmetric with (1, 0). Thus, we have a positive, “radially symmetric”

solution u ∈ H1,N2
2 (RN

+ ) for problem (3.2). What’s more, there exists a Lagrange multiple θ

such that

−∆Bu = θ(a∞f(u)− λu).

If θ = 0, we have u = 0, which is impossible. Let us show that θ > 0. Suppose by

contradiction that θ < 0. Observe that a∞f(u)−λu 6= 0, since a∞f(s)−λs 6= 0 for s > 0 small,

a∞f(u) − λu = 0 gives u ≡ 0 or f(u) =
(

λ
a∞

)
u 6= 0, both cases contradict

∫
R

N
+
G∞(u)dσ = 1.

Consider a function ϕ ∈ H1,N2
2 (RN

+ ) such that
〈
a∞f(u)− λu, ϕ

〉
> 0. Since

∫

R
N
+

G∞(u + εϕ)dσ ≃
∫

R
N
+

G∞(u)dσ + ε
〈
a∞f(u)− λu, ϕ

〉

and
∫

R
N
+

|∇B(u+ εϕ)|2dσ ≃
∫

R
N
+

|∇Bu|2dσ + 2εθ
〈
a∞f(u)− λu, ϕ

〉
for ε→ 0 and θ < 0,

one can find ε > 0 small enough so that ϕ = u+ εϕ satisfying
∫

R
N
+

G∞(ϕ)dσ >

∫

R
N
+

G∞(u)dσ = 1 and

∫

R
N
+

|∇Bϕ|2dσ <
∫

R
N
+

|∇Bu|2dσ.

Again by a scaled change, there exists a 0 < µ < 1 such that
∫

R
N
+

G∞(ϕ)dσ = 1 and

∫

R
N
+

|∇Bϕ|2dσ <
∫

R
N
+

|∇Bu|2dσ,

which is impossible. Hence θ > 0.

Therefore, u satisfies, at least in H1,N2
2 (RN

+ ), the following equation with θ > 0,

−∆Bu = θ(a∞f(u)− λu),

and so u√θ = u
(
t

1√
θ , x√

θ

)
is a solution of problem (3.1).

Step 3 We prove that u = u√θ is a least energy solution for problem (3.1). Note that

∫

R
N
+

G∞(u)dσ = 1,

∫

R
N
+

|∇Bu|2dσ =
2N

N − 2

∫

R
N
+

G∞(u)dσ

and ∫

R
N
+

|∇Bu|2dσ = min
{∫

R
N
+

|∇u|2dσ; u ∈ H1,N2
2 (RN

+ ),

∫

R
N
+

G∞(u)dσ = 1
}
.

Since
∫

R
N
+

|∇Bu|2dσ = θ
N−2

2

∫

R
N
+

|∇Bu|2dσ and

∫

R
N
+

G∞(u)dσ = θ
N
2

∫

R
N
+

G∞(u)dσ = θ
N
2 ,

we have

θ =
N − 2

2N

∫

R
N
+

|∇Bu|2dσ.
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Moreover,

I∞(u) =
1

N

∫

R
N
+

|∇Bu|2dσ =
1

N

(N − 2

2N

)N−2
2

( ∫

R
N
+

|∇Bu|2dσ
)N

2

.

On the other hand, let v be another solution of (3.1). Then
∫

R
N
+

|∇Bv|2dσ =
2N

N − 2

∫

R
N
+

G∞(v)dσ.

Let µ > 0 satisfying
∫
R

N
+
G∞(vµ)dσ = 1, then

µ =
( ∫

R
N
+

G∞(v)dσ
)− 1

N

=
(N − 2

2N

∫

R
N
+

|∇Bv|2dσ
)− 1

N

.

Therefore, we get

I∞(v) =
1

N

∫

R
N
+

|∇Bv|2dσ =
1

N

(N − 2

2N

)N−2
2

(∫

R
N
+

|∇Bvµ|2dσ
)N

2

.

Since u solves problem (3.2) and
∫
R

N
+
G∞(vµ)dσ = 1, we obtain

∫

R
N
+

|∇Bu|2dσ ≤
∫

R
N
+

|∇Bvµ|2dσ.

Thus

I∞(u) ≤ I∞(v) for all solution v of problem (3.1), i.e., I∞(u) = m.

What’s more,

I∞(u) = min∫
RN
+

G∞(ϕ)dσ=1

1

N

(N − 2

2N

)N−2
2

( ∫

R
N
+

|∇Bϕ|2dσ
)N

2

= min
J∞(ϕ√

θϕ
)=0

1

N

(N − 2

2N

)N−2
2

( ∫

R
N
+

|∇Bϕ|2dσ
)N

2

= min
J∞(v)=0

I∞(v) = min
v∈P∞

I∞(v).

Lemma 3.1 For all γ ∈ Γ∞, we have γ([0, 1]) ∩ P∞ 6= ∅.

Proof Similar to the proof of Lemma 2.1, we know that there exists ρ > 0 such that

J∞(u) > 0 if 0 < ‖u‖ < ρ.

Observe that

J∞(u) = NI∞(u)−
∫

R
N
+

|∇Bu|2dσ.

For any γ ∈ Γ∞, it holds

J∞(γ(0)) = 0 and J∞(γ(1)) ≤ NI∞(γ(1)) < 0.

Thus, there exists τ ∈ (0, 1) such that

‖γ(τ)‖ ≥ ρ and J∞(γ(τ)) = 0.

This means γ(τ) ∈ γ([0, 1]) ∩ P∞.
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Lemma 3.2 Let Φ be a least energy solution to problem (3.1). Then there exists γ ∈ Γ∞
such that

Φ ∈ γ([0, 1]) and max
τ∈[0,1]

I∞(γ(τ)) = I∞(Φ) = m.

Proof Let Φ be a least energy solution of (3.1) and
∫
R

N
+
|∇BΦ|2dσ = 2N

N−2

∫
R

N
+
G∞(Φ)dσ.We

can define a continuous path γ1(τ)(t, x) = Φ
(
t

1
τ , x

τ

)
for τ > 0 and γ1(0) = 0. Then I∞(γ1(0)) = 0

and

I∞(γ1(τ)) =
τN−2

2

∫

R
N
+

|∇BΦ|2dσ − τN
∫

R
N
+

G∞(Φ)dσ for τ > 0.

In particular, γ1(1) = Φ. By taking derivative, we get

d

dτ
I∞(γ1(τ)) =

N − 2

2
τN−3

∫

R
N
+

|∇BΦ|2dσ −NτN−1

∫

R
N
+

G∞(Φ)dσ

=
N − 2

2
τN−3(1− τ2)

∫

R
N
+

|∇BΦ|2dσ.

Thus I∞(γ1(1)) = max
τ∈[0,1]

I∞(γ1(τ)).

Since
∫
R

N
+
G∞(Φ)dσ > 0, we can take L > 1 large enough such that I∞(γ1(L)) < 0. Let

γ(τ) = γ1(τL), then we have γ ∈ Γ∞ and the result follows.

Proof of Proposition 3.1 Combining Proposition 3.2 and Lemma 3.1, we get m ≤ c∞.

Considering the path γ ∈ Γ∞ provided by Lemma 3.2, we have

max
τ∈[0,1]

I∞(γ(τ)) = m.

Taking the infimum over Γ∞, we obtain

inf
γ∈Γ∞

max
τ∈[0,1]

I∞(γ(τ)) ≤ m.

Therefore, c∞ ≤ m. And we get the assertion.

Put l = inf{u ∈ (0,∞) | G∞(u) > 0}. Then we have following uniqueness result.

Proposition 3.3 Suppose

−λu+ a∞f(u)

u− l
is non-increasing on the subset of (l,∞) where − λu+ a∞f(u) > 0. (3.4)

Then problem (3.1) has at most one positive solution.

In fact, if f is defined in (1.6), then condition (3.4) is satisfied. Therefore, in this case,

together with the result in Proposition 3.2, we know that problem (3.1) has exact one positive

solution and this solution is radial. We will give the proof in Appendix.

4 Nonexistence Result

We begin by presenting the main relations between Pohozaev manifold P associated with

non-autonomous problem (1.1) and Pohozaev manifold P∞ associated with limiting problem

(3.1). Note that condition (A3), (A4) imply that

I∞(u) < I(u) for all u ∈ H1,N2
2 (RN

+ )\{0}.
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We will show in this section that

p := inf
u∈P

I(u) = c∞

and this level is not a critical level for functional I.

Lemma 4.1 If
∫
R

N
+
G∞(u)dσ > 0, then there exist unique µ1, µ2 > 0 such that

uµ1 ∈ P∞ and uµ2 ∈ P .

Proof First, we consider the case P∞. Let ϕ : (0,∞) → R defined by

ϕ(µ) = I∞(uµ) = I∞
(
u
(
t

1
µ ,
x

µ

))
=

1

2
µN−2

∫

R
N
+

|∇Bu|2dσ − µN

∫

R
N
+

G∞(u)dσ.

Taking derivative of ϕ, we get

ϕ′(µ) =
N − 2

2
µN−3

∫

R
N
+

|∇Bu|2dσ −NµN−1

∫

R
N
+

G∞(u)dσ =
J∞(uµ)

µ
.

Thus, ϕ′(µ) = 0 if and only if either µ = 0 or µ = µ1 =
( (N−2)

∫
RN
+

|∇Bu|2dσ
2N

∫
RN
+

G∞(u)dσ

) 1
2 > 0.

By the formula of ϕ′(µ), we know uµ ∈ P∞ if and only if ϕ′(µ) = 0 for some µ > 0 and

then we have uµ1 ∈ P∞. Observe that ϕ is positive for µ > 0 small enough while is negative for

µ > 0 large, thus the unique critical point of ϕ is a global maximum point for ϕ.

Now, we turn to the case P . First, we define the function

Ψ(µ) : = I(uµ) =
1

2
µN−2

∫

R
N
+

|∇Bu|2dσ −
∫

R
N
+

G(t, x, uµ)dσ

=
1

2
µN−2

∫

R
N
+

|∇Bu|2dσ − µN

∫

R
N
+

[
a(tµ, µx)F (u)− λ

u2

2

]
dσ.

Taking derivative of Ψ(µ) and recalling that N ≥ 3, we get

Ψ′(µ) =
N − 2

2
µN−3

∫

R
N
+

|∇Bu|2dσ −NµN−1

∫

R
N
+

[
a(tµ, µx)F (u)− λ

u2

2

]
dσ

− µN

∫

R
N
+

[
tµ ln t∂0a(t

µ, µx) +

n∑

i=1

xi∂ia(t
µ, µx)

]
F (u)dσ =

J(uµ)

µ
.

Thus we find that

uµ ∈ P if and only if Ψ′(µ) = 0 for some µ > 0.

Note that, by condition (A2) and the Lebesgue dominated convergence theorem, we have

lim
µ→∞

∫

R
N
+

[
a(tµ, µx)F (u)− λ

u2

2

]
dσ =

∫

R
N
+

[
a∞F (u)− λ

u2

2

]
dσ =

∫

R
N
+

G∞(u)dσ. (4.1)

Also using (1.4) and again Lebesgue dominated convergence theorem it follows that

lim
µ→∞

∫

R
N
+

[
tµ ln tµ∂0a(t

µ, µx) +

n∑

i=1

µxi∂ia(t
µ, µx)

]
F (u)dσ = 0. (4.2)
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Therefore, if µ > 0 large enough, then

Ψ′(µ) = µN−3
{N − 2

2

∫

R
N
+

|∇Bu|2dσ −Nµ2
(∫

R
N
+

G∞(u)dσ + oµ(1)
)}
.

Since
∫
R

N
+
G∞(u)dσ > 0, it follows that Ψ′(µ) < 0 for µ > 0 large enough.

On the other hand, for µ > 0 small enough, from conditions (A1), (A3), (A4) and (1.5), we

have

0 < a(t, x) +
1

N

[
(ln t)t∂ta(t, x) +

n∑

i=1

xi∂xi
a(t, x)

]
< a∞

and

−λ
2

∫

R
N
+

u2dσ ≤
∫

R
N
+

{[
a(tµ, µx) +

tµ ln tµ∂0a(t
µ, µx) +

n∑
i=1

µxi∂ia(t
µ, µx)

N

]
F (u)− λ

u2

2

}
dσ

<

∫

R
N
+

G∞(u)dσ <
Ca∞
2

∫

R
N
+

u2dσ,

where C is a positive constant independent of µ.

Then, taking µ > 0 small enough, we have Ψ′(µ) > 0. Since Ψ′(µ) is continuous, there exists

µ2 = µ2(u) > 0 such that Ψ′(µ2) = 0. This means that uµ2 ∈ P .
To show the uniqueness of µ2, Ψ

′(µ) = 0 implies that

N − 2

2

∫

R
N
+

|∇Bu|2dσ = Nµ2

∫

R
N
+

{[
a+

tµ ln tµ∂0a(t
µ, µx) +

n∑
i=1

µxi∂ia(t
µ, µx)

N

]
F (u)− λ

u2

2

}
dσ.

Denoting

ψ(µ) :=

∫

R
N
+

{[
a(tµ, µx) +

tµ ln tµ∂0a(t
µ, µx) +

n∑
i=1

µxi∂ia(t
µ, µx)

N

]
F (u)− λ

u2

2

}
dσ,

then we have

ψ′(µ) =
1

µ

∫

R
N
+

{
tµ ln tµ∂0a(t

µ, µx) +

n∑

i=1

µxi∂ia(t
µ, µx) +

1

N

[
(ln tµ)2tµ∂0a(t

µ, µx)

+ (ln tµ)2t2µ∂20a(t
µ, µx) + 2

n∑

i=1

tµ ln tµµxi∂
2
0ia(t

µ, µx) +

n∑

i,j=1

µ2xixj∂
2
ija(t

µ, µx)
]

+
1

N

[
tµ ln tµ∂0a(t

µ, µx) +

n∑

i=1

µxi∂ia(t
µ, µx)

]}
F (u)dσ.

Conditions (A3) and (A5) tell us that ψ′(µ) > 0. Therefore, ψ(µ) is an increasing function of µ

and there exists a unique µ > 0 such that

N − 2

2

∫

R
N
+

|∇Bu|2dσ = Nµ2ψ(µ).

The uniqueness of µ2 is verified.
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Remark 4.1 Note that the hypothesis (A5) was used in the previous lemma only to show

the uniqueness of µ2.

Lemma 4.2 Let O :=
{
u ∈ H1,N2

2 (RN
+ );

∫
R

N
+
G∞(u)dσ > 0

}
be an open subset of H1,N2

2 (RN
+ ).

The map µ2 : O → R
+ defined by u 7→ µ2(u), such that uµ2(u) ∈ P , is continuous.

Proof Consider the sequence {uj} ⊂ O such that uj → u ∈ O. We will show that

µ2(uj) → µ2(u).

First, {µ2(uj)} is bounded. Indeed, recall the expression Ψ′(µ) = 0 in the proof of the

previous lemma applied to uj and µ2(uj) :

N − 2

2

∫

R
N
+

|∇Buj |2dσ = N(µ2(uj))
2

∫

R
N
+

[
a(tµ2(uj), µ2(uj)x)F (u)− λ

u2

2

]
dσ

+ (µ2(uj))
2

∫

R
N
+

[
tµ2(uj) ln tµ2(uj)∂0a(t

µ2(uj), µ2(uj)x)

+

n∑

i=1

µ2(uj)xi∂ia(t
µ2(uj), µ2(uj)x)

]
F (u)dσ.

Since µ2(uj) > 0 for all j ∈ N, suppose by contradiction that µ2(uj) → +∞ as j → ∞. Then,

by (4.1)–(4.2) and Lebesgue dominated convergence theorem we get that the right hand side

of above equality goes to infinity while the left hand side tends to N−2
2

∫
R

N
+
|∇Bu|2dσ < ∞,

which is a contradiction. Therefore, we know that {µ2(uj)} is bounded and has a convergence

subsequence, say µ2(uj) → µ2. In turn, by Lebesgue dominated convergence theorem, as j → ∞,

we obtain ∫

R
N
+

a(tµ2(uj), µ2(uj)x)F (u)dσ →
∫

R
N
+

a(tµ2 , µ2x)F (u)dσ

and
∫

R
N
+

[
tµ2(uj) ln tµ2(uj)∂0a(t

µ2(uj), µ2(uj)x) +

n∑

i=1

µ2(uj)xi∂ia(t
µ2(uj), µ2(uj)x)

]
F (u)dσ

→
∫

R
N
+

[
tµ2 ln tµ2∂0a(t

µ2 , µ2x) +

n∑

i=1

µ2xi∂ia(t
µ2 , µ2x)

]
F (u)dσ.

Since uj → u ∈ O, we get

N − 2

2

∫

R
N
+

|∇Bu|2dσ = N(µ2)
2

∫

R
N
+

[
a(tµ2 , µ2x)F (u)− λ

u2

2

]
dσ

+ (µ2)
2

∫

R
N
+

[
tµ2 ln tµ2∂0a(t

µ2 , µ2x) +

n∑

i=1

µ2xi∂ia(t
µ2 , µ2x)

]
F (u)dσ.

This means that uµ2
∈ P , and by the uniqueness of the projection in P we get µ2 = µ2(u).

Lemma 4.3 For u ∈ P∞, there exists a unique µ > 1 such that uµ ∈ P .

Proof Let u ∈ P∞, then
∫
R

N
+
G∞(u)dσ > 0 and Lemma 4.1 assert the existence of a unique

µ > 0 such that uµ ∈ P . Moreover, we have

N − 2

2

∫

R
N
+

|∇Bu|2dσ
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= Nµ2

∫

R
N
+

{[
a+

tµ ln tµ∂0a(t
µ, µx) +

n∑
i=1

µxi∂ia(t
µ, µx)

N

]
F (u)− λ

u2

2

}
dσ.

Using the hypotheses (A4), we have

N − 2

2

∫

R
N
+

|∇Bu|2dσ < Nµ2

∫

R
N
+

[
a∞F (u)− λ

u2

2

]
dσ = Nµ2

∫

R
N
+

G∞(u)dσ.

But by u ∈ P∞, we know N−2
2

∫
R

N
+
|∇Bu|2dσ = N

∫
R

N
+
G∞(u)dσ. Hence we find µ > 1.

Lemma 4.4 For u ∈ P , there exists a unique 0 < µ < 1 such that uµ ∈ P∞.

Proof First, we verify that if u ∈ P , then
∫
R

N
+
G∞(u)dσ > 0. In fact, by u ∈ P and

condition (A4), u satisfies

N − 2

2

∫

R
N
+

|∇Bu|2dσ = N

∫

R
N
+

{[
a(t, x) +

(ln t)t∂ta(t, x) +
n∑

i=1

xi∂xi
a(t, x)

N

]
F (u)− 1

2
λu2

}
dσ

< N

∫

R
N
+

[
a∞F (u)−

1

2
λu2

]
dσ = N

∫

R
N
+

G∞(u)dσ.

Since u 6= 0 and u ∈ H1,N2
2 (RN

+ ), we get
∫
R

N
+
|∇Bu|2dσ > 0 and hence

∫
R

N
+
G∞(u)dσ > 0.

Therefore, there exists a unique µ > 0 such that uµ ∈ P∞. Notice that

N − 2

2N

∫

R
N
+

|∇Bu|2dσ <
∫

R
N
+

G∞(u)dσ,

and uµ ∈ P∞, then we have

µ2 =
(N − 2)

∫
R

N
+
|∇Bu|2dσ

2N
∫
R

N
+
G∞(u)dσ

< 1.

Thus we have µ < 1.

Remark 4.2 As a result, the function u ∈ H1,N2
2 (RN

+ )\{0} can be projected to P and P∞
if and only if

∫
R

N
+
G∞(u)dσ > 0.

Lemma 4.5 If u ∈ P∞, then Tsyu(t, x) = u
(
t
s
, x − y

)
∈ P∞ for all w = (s, y) ∈ R

N
+ .

Moreover, there exists µw > 1 such that

(Tsyu)µw
∈ P and lim

|w|→∞
µw = 1.

Proof For u ∈ P∞, since

J∞(Tsyu) =
N − 2

2

∫

R
N
+

[(
t∂tu

( t
s
, x− y

))2

+

n∑

i=1

(
∂xi

u
( t
s
, x− y

))2]dt
t
dx

−N

∫

R
N
+

[
a∞F

(
u
( t
s
, x− y

))
− 1

2
λu2

( t
s
, x− y

)]dt
t
dx
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=
N − 2

2

∫

R
N
+

|∇Bu|2
dt

t
dx−N

∫

R
N
+

[
a∞F (u)−

1

2
λu2

]dt
t
dx = J∞(u),

we know Tsyu(t, x) ∈ P∞ for all w = (s, y) ∈ R
N
+ . What’s more, from Lemma 4.3, there exists

µw > 1 such that (Tsyu)µw
∈ P .

Suppose by contradiction that there exists a sequence wj ∈ R
N
+ such that |wj | → +∞ and

µwj
→ A > 1 or +∞. Now for (Tsyu)µw

∈ P , we have

N − 2

2

∫

R
N
+

|∇Bu|2dσ = Nµ2
w

∫

R
N
+

{
a(stµw , y + µwx)

+
1

N

[
stµw ln(stµw)∂0a(st

µw , y + µwx)

+

n∑

i=1

(yi + µxi)∂ia(st
µw , y + µwx)

]
F (u)− λ

u2

2

}
dσ

= Nµ2
w

∫

R
N
+

[
K(stµw , y + µwx)F (u) − λ

u2

2

]
dσ, (4.3)

where

K(stµw , y + µwx) = a+

stµw ln(stµw )∂0a+
n∑

i=1

(yi + µwxi)∂ia

N

∣∣∣
(stµw ,y+µwx)

.

From condition (A4) and (1.5) we have

0 ≤ K(stµw , y + µwx)F (u(t, x)) − λ
u2(t, x)

2

< a∞F (u(t, x))− λ
u2(t, x)

2
≤ Cu2(t, x) for a.e. (t, x) ∈ R

N
+ .

Applying (4.3) to (Tsyu)µwj
, if µwj

→ +∞, we get that the right hand side goes to infinity

while the left hand side is a constant N−2
2

∫
R

N
+

|∇Bu|2dσ < +∞. This is a contradiction. If

µwj
→ A > 1, then

lim
|wj|→+∞

∫

R
N
+

[
K(stµw , y + µwx)F (u)− λ

u2

2

]
dσ =

∫

R
N
+

G∞(u)dσ.

This means that the right hand side goes to NA2
∫
R

N
+
G∞(u)dσ while the left hand side is a

constant N−2
2

∫
R

N
+
|∇Bu|2dσ < +∞. But A > 1 and u ∈ P∞, we get also a contradiction.

Under the assumption of Lemma 4.5, we have following lemma.

Lemma 4.6 sup
w∈R

N
+

µw = µ < +∞ and µ > 1.

Proof Lemma 4.5 tells us that there exists R > 0 such that |µw| < 2 for |w| > R. We show

that there exists M > 0 such that

sup
{
µw; |w| ≤ R

}
≤M.
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Suppose that there exists a subsequence {wj} ⊂ R
N
+ with |wj | ≤ R such that µwj

→ +∞ as

j → +∞. As in previous lemma, but now with µwj
→ +∞, we have

lim
µwj

→+∞

∫

R
N
+

[
K(stµw , y + µwx)F (u) − λ

u2

2

]
dσ =

∫

R
N
+

G∞(u)dσ

and then
N − 2

2

∫

R
N
+

|∇Bu|2dσ = Nµ2
wj

[ ∫

R
N
+

G∞(u)dσ + owj
(1)

]
.

But µwj
→ +∞ and the left hand side is a fixed number, this is absurd. Thus sup

w∈R
N
+

µw < +∞.

Lemma 4.7 It holds p = inf
u∈P

I(u) = c∞.

Proof Let Φ ∈ H1,N2
2 (RN

+ ) be a ground state solution of limiting problem (3.1), Φ ∈ P∞ and

I∞(Φ) = c∞. Given any w = (s, y) ∈ R
N
+ , from previous discussions, we know that TsyΦ ∈ P∞

and I∞(TsyΦ) = c∞. From Lemma 4.5, there exists a µw > 1 such that Φ̃w := (TsyΦ)µw
∈ P .

Thus, we get

|I(Φ̃w)− c∞| = |I(Φ̃w)− I∞(TsyΦ)|

=
∣∣∣1
2

∫

R
N
+

|∇BΦ̃w|2dσ −
∫

R
N
+

G(t, x, Φ̃w)dσ − 1

2

∫

R
N
+

|∇BTsyΦ|2dσ +

∫

R
N
+

G∞(TsyΦ)dσ
∣∣∣

=
∣∣∣µ

N−2
w − 1

2

∫

R
N
+

|∇BΦ|2dσ −
∫

R
N
+

[µN
w a(st

µw , y + µwx) − a∞]F (Φ)dσ

+ (µN
w − 1)

λ

2

∫

R
N
+

Φ2dσ
∣∣∣

≤ |µN−2
w − 1|

2

∫

R
N
+

|∇BΦ|2dσ +

∫

R
N
+

|µN
w a(st

µw , y + µwx)− a∞| · F (Φ)dσ

+ |µN
w − 1|λ

2

∫

R
N
+

Φ2dσ.

Since µw → 1 and a(st, y + x) → a∞ as |w| → ∞, we obtain

|I(Φ̃w)− c∞| = ow(1) +

∫

R
N
+

|a(st, y + x)− a∞| · F (Φ)dσ + ow(1) = ow(1),

and lim
|w|→∞

I(Φ̃w) = c∞. Therefore, p = inf
u∈P

I(u) ≤ c∞.

On the other hand, for v ∈ P , then from Lemma 4.4 we get 0 < µ < 1 such that vµ ∈ P∞.

At the same time, using N ≥ 3, (A3) and Proposition 3.1, we have

I(v) =
1

N

∫

R
N
+

|∇Bv|2dσ +
1

N

∫

R
N
+

[
(ln t)t∂ta(t, x) +

n∑

i=1

xi∂xi
a(t, x)

]
F (v)dσ

≥ 1

N

∫

R
N
+

|∇Bv|2dσ >
µN−2

N

∫

R
N
+

|∇Bv|2dσ = I∞(vµ) ≥ inf
u∈P∞

I∞(u) = m = c∞.

Therefore we find p ≥ c∞. And then we get the assertion.

Lemma 4.8 P is a natural constraint of problem (1.1).
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Proof Let u ∈ P be a critical point of I, restricted to the manifold P . We obtain that

there exists a Lagrange multiple θ such that

I ′(u) + θJ ′(u) = 0.

We will show that θ = 0. Apply the linear functional above at any v ∈ H1,N2
2 (RN

+ ),

0 =

∫

R
N
+

∇Bu · ∇Bvdσ −
∫

R
N
+

[a(t, x)f(u)v − λuv]dσ + θ
[
(N − 2)

∫

R
N
+

∇Bu · ∇Bvdσ

−
∫

R
N
+

[
Na(t, x) + (ln t)t∂ta(t, x) +

n∑

i=1

xi∂xi
a(t, x)

]
f(u)v − λuvdσ

]
,

so that u satisfies

−(1+θ(N−2))△Bu+λ(1+θN)u =
[
(1+θN)a(t, x)+θ

(
(ln t)t∂ta(t, x)+

n∑

i=1

xi∂xi
a(t, x)

)]
f(u).

The solution of this equation satisfies a Pohozaev manifold identity J∗(u) = 0, i.e.,

(1 + θ(N − 2))
N − 2

2

∫

R
N
+

|∇Bu|2dσ

=

∫

R
N
+

[
NG∗(z, u) + (ln t)t∂0G

∗(z, u) +
n∑

i=1

xi∂iG
∗(z, u)

]
dσ,

where

G∗(z, u) =
[
(1 + θN)a(t, x) + θ((ln t)t∂0a(t, x) +

n∑

i=1

xi∂ia(t, x))
]
F (u)− (1 + θN)

2
λu2,

and then

(ln t)t∂0G
∗(z, u) +

n∑

i=1

xi∂iG
∗(z, u) =

{
(1 + θ(N + 1))

[
(ln t)t∂0a(t, x) +

n∑

i=1

xi∂ia(t, x)
]

+ θ
[
(ln t)2(t∂0a(t, x) + t2∂20a(t, x)) + 2

n∑

i=1

xi(ln t)t∂
2
0ia(t, x) +

n∑

i,j=1

xixj∂
2
ija(t, x)

]}
F (u).

Thus, we have

(1 + θ(N − 2))
N − 2

2

∫

R
N
+

|∇Bu|2dσ

= N(1 + θN)

∫

R
N
+

{[
a+

(ln t)t∂0a+
n∑

i=1

xi∂ia

N

]
F (u)− 1

2
λu2

}
dσ

+ (N + 1)θ

∫

R
N
+

{
(ln t)t∂0a+

n∑

i=1

xi∂ia

+
1

N + 1

[
(ln t)2t∂0a+ (ln t)2t2∂20a+ 2

n∑

i=1

xi(ln t)t∂
2
0ia+

n∑

i,j=1

xixj∂
2
ija

]}
F (u)dσ.
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Since u ∈ P , substituting (2.2) in the above equation, we get

− θ(N − 2)

∫

R
N
+

|∇Bu|2dσ

= (N + 1)θ

∫

R
N
+

{
(ln t)t∂0a+

n∑

i=1

xi∂ia+
1

N + 1

[
(ln t)2t∂0a+ (ln t)2t2∂20a

+ 2

n∑

i=1

xi(ln t)t∂
2
0ia+

n∑

i,j=1

xixj∂
2
ija

]}
F (u)dσ.

By the assumption (A5), if θ > 0, then the right hand side of above equality is nonnegative as

(ln t)t∂0a+

n∑

i=1

xi∂ia+
1

N + 1

[
(ln t)2t∂0a+ (ln t)2t2∂20a+ 2

n∑

i=1

xi(ln t)t∂
2
0ia+

n∑

i,j=1

xixj∂
2
ija

]

≥ N

N + 1

(
(ln t)t∂0a+

n∑

i=1

xi∂ia+
1

N

[
(ln t)2t∂0a+ (ln t)2t2∂20a

+ 2

n∑

i=1

xi(ln t)t∂
2
0ia+

n∑

i,j=1

xixj∂
2
ija

])
,

while the left hand side is negative. If θ < 0, we can also get a contradiction. Therefore θ = 0,

and I ′(u) = 0 which means that u is a critical point of I in H1,N2
2 (RN

+ ).

Proof of Theorem 1.1 The fact p = c will be proved in Lemma 5.3. Suppose by

contradiction that there exists a critical point v ∈ H1,N2
2 (RN

+ ) of I at level c. Then, particularly,

v ∈ P and I(v) = c = p. Let 0 < µ < 1 satisfies vµ ∈ P∞. One has,

p = I(v) =
1

N

∫

R
N
+

|∇Bv|2dσ +
1

N

∫

R
N
+

[
(ln t)t∂ta(t, x) +

n∑

i=1

xi∂xi
a(t, x)

]
F (v)dσ

≥ 1

N

∫

R
N
+

|∇Bv|2dσ >
µN−2

N

∫

R
N
+

|∇Bv|2dσ = I∞(vµ) ≥ inf
u∈P∞

I∞(u) = m = c∞,

i.e., p > c∞, which is contradict to Lemma 4.7.

What’s more, the infimum p is not achieved. Otherwise, if there exists u ∈ H1,N2
2 (RN

+ )

such that I(u) = p and I ′|P(u) = 0, then by Lemma 4.8 we know I ′(u) = 0 in H1,N2
2 (RN

+ ),

contradicting to the first part of this proof. Therefore, we get the assertion in Theorem 1.1.

5 Existence of a Positive Solution

In this section, we will prove that problem (1.1) has a positive solution. Note that p is not

critical level for functional I and we should search for solutions in higher level energy. We will

use linking argument together with barycenter functional restricted to Pohozaev manifold P .

We begin by showing that the min-max level of the mountain pass theorem for the functionals

I and I∞ are equality.

Lemma 5.1 Functional I satisfies the geometrical properties of the mountain pass theorem.

Proof First, it is clearly that I(0) = 0. Then similarly to the proof of Lemma 2.1, we know

that there exists ρ > 0 such that I(u) > 0 if 0 < ‖u‖ < ρ. At last, let u be a least energy
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solution to problem (3.1), then Lemma 3.2 tells us that there exists a γ ∈ Γ∞ such that γ(τ) =

u
(
t

1
Lτ , x

Lτ

)
for τ > 0 and L > 0 sufficiently large. Taking γw(τ) = Tsyγ(τ) = u

((
t
s

) 1
Lτ , x−y

Lτ

)

and by condition (A2), we obtain

I(γw(1)) =
LN−2

2

∫

R
N
+

|∇Bu|2dσ − LN

∫

R
N
+

[
a(stL, y + Lx)F (u)− 1

2
λu2

]
dσ

= I∞(γ(1)) + LN

∫

R
N
+

[a∞ − a(stL, y + Lx)]F (u)dσ

= I∞(γ(1)) + ow(1) < 0 for |w| large,

since I∞(γ(1)) < 0. We deduce the assertion.

Lemma 5.2 It holds c = c∞.

Proof For γ ∈ Γ, I(γ(1)) < 0. Since I∞(u) ≤ I(u), we get I∞(γ(1)) < 0. Thus Γ ⊂ Γ∞
and

c∞ = min
γ∈Γ∞

max
τ∈[0,1]

I∞(γ(τ)) ≤ min
γ∈Γ

max
τ∈[0,1]

I∞(γ(τ)) ≤ min
γ∈Γ

max
τ∈[0,1]

I(γ(τ)) = c,

which means that c∞ ≤ c.

On the other hand, for any ε > 0, let γ ∈ Γ∞ such that I∞(γ(τ)) ≤ c∞ + ε for all τ ∈ [0, 1].

Choosing w = (s, y) ∈ R
N
+ and translating Tsyγ(τ), for w large enough, we have Tsy ◦ γ ∈ Γ

(see the proof of Lemma 5.1). Let τ0 ∈ [0, 1] such that I(Tsyγ(τ)) taking its maximum at τ0,

then

c∞ + ε ≥ I∞(γ(τ0)) = lim
|w|→∞

I(γ(τ0)) = max
τ∈[0,1]

I(Tsyγ(τ)) ≥ inf
γ∈Γ

max
τ∈[0,1]

I(γ(τ)) = c.

Since ε is arbitrary, we get c∞ ≥ c and the equality follows.

As a result, Lemmas 4.7 and 5.2 imply the following lemma.

Lemma 5.3 It holds p = c, where p and c are defined in (1.2).

Recall that a sequence {uj} is said to be Cerami sequence for functional I at level d ∈ R,

denoted by (Ce)d, if I(uj) → d and ‖I ′(uj)‖(1 + ‖uj‖) → 0. Applying the concentration-

compactness Lemma of Lions (see [23]), we show that, for d > 0, any (Ce)d sequence is bounded,

up to a subsequence.

Lemma 5.4 If {uj} is a (Ce)d sequence for functional I, then it has a bounded subsequence.

Proof Suppose by contradiction that ‖uj‖ → ∞. Define ũj :=
uj

‖uj‖ , then {ũj} is a bounded

sequence and ‖ũj‖ = 1. Therefore, ũj → ũ, up to a subsequence, and one of the following two

cases occurs:

Case 1 : ∃ R > 0 s.t. lim sup
j→∞

sup
(s,y)∈R

N
+

∫

ΩR(s,y)

|ũj |2dσ > 0;

Case 2 : ∀ R > 0 lim sup
j→∞

sup
(s,y)∈R

N
+

∫

ΩR(s,y)

|ũj|2dσ = 0.

If Case 2 holds, taking L > 2
√
dD, with D from the condition (f3), then we get

I
( L

‖uj‖
uj

)
=

1

2
L2 −

∫

R
N
+

a(t, x)F
( L

‖uj‖
uj

)
dσ.
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For any ε > 0, (f1) and (f2) give
∫

R
N
+

a(t, x)F
( L

‖uj‖
uj

)
dσ < a∞

∫

R
N
+

ε

2
L2ũ2jdσ + Cε

∫

R
N
+

|ũj |pdσ ≤ εa∞
2λ

L2 + oj(1),

where
∫
R

N
+
|ũj |pdσ → 0 by a variant of Lion’s lemma. Take ε = λ

2a∞
, and then we obtain

I
( L

‖uj‖
uj

)
≥ L2

4
− oj(1).

Since ‖uj‖ → ∞, we have L
‖uj‖ ∈ (0, 1) for j > 0 sufficiently large and

max
τ∈[0,1]

I(τuj) ≥ I
( L

‖uj‖
uj

)
≥ L2

4
− oj(1).

Let τj satisfy I(τjuj) = max
τ∈[0,1]

I(τuj). Thus

I(τjuj) ≥
L2

4
− oj(1). (5.1)

On the other hand, since τj ≤ 1, using (f3) we have

I(τjuj) = I(τjuj)−
1

2
I ′(τjuj)(τjuj) =

∫

R
N
+

a(z)
[1
2
f(τjuj)(τjuj)− F (τjuj)

]
dσ

≤ D

∫

R
N
+

a(z)
[1
2
f(uj)(uj)− F (uj)

]
dσ

= D
[
I(uj)−

1

2
I ′(uj)(uj)

]
= Dd+ oj(1). (5.2)

Combining (5.1) and (5.2), we obtain

L2

4
− oj(1) ≤ I(τjuj) ≤ Dd+ oj(1).

But L > 2
√
dD, we get a contradiction.

If Case 1 occurs, i.e., there exists R > 0 such that lim sup
j→∞

sup
(s,y)∈R

N
+

∫
ΩR(s,y) |ũj |2dσ = α > 0.

If {wj = (sj , yj)} is a sequence such that |wj | → +∞ and
∫
ΩR(sj ,yj)

|ũj |2dσ > α
2 . Recalling that

Tsjyj
ũj(·)⇀ u(·), we get

∫

ΩR(1,0)

|ũj(tsj , x+ yj)|2dσ >
α

2
and

∫

ΩR(1,0)

|u(t, x)|2dσ > α

2
,

which means u 6= 0. Then, there exists Ω ⊂ ΩR(1, 0) with |Ω|B > 0, such that

0 6= u(t, x) = lim
j→+∞

ũj(tsj , x+ yj) = lim
j→+∞

uj(tsj , x+ yj)

‖uj‖
, a.e. (t, x) ∈ Ω. (5.3)

Since ‖uj‖ → ∞, this implies uj(tsj , x + yj) → ∞. We claim that, uj(tsj , x + yj) → +∞ for

(t, x) ∈ Ω. In fact, let vj(t, x) = ũj(tsj , x + yj) and for a sequence ζj → 0 in the dual space of

H1,N2
2 (RN

+ ) as j → ∞, we get

−∆Bvj + λvj =
a(tsj , x+ yj)

‖uj‖
f(‖uj‖vj) +

ζj

‖uj‖
.
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Testing this equation by v−j (the negative part of vj) and taking into account that

∫

R
N
+

a(tsj , x+ yj)

‖uj‖
f(‖uj‖vj)v−j dσ = 0,

〈ζj , v−j 〉
‖uj‖

=
〈ζj , u−j (·sj , ·+ yj)〉

‖uj‖
= oj(1),

we obtain
∫
R

N
+
|∇Bv

−
j |dσ +

∫
R

N
+
λ|v−j |2dσ = ‖v−j ‖2 = oj(1) as j → ∞. In particular, by the

cone Sobolev embedding, we have ‖v−j ‖
L

N
p
p

= oj(1) as j → ∞ for all 2 ≤ p ≤ 2∗. Note that

vj = ũj(tsj , x+ yj) → u in L
N
p
p , then we have v−j → u−j in L

N
p
p . And then u−j = 0 on Ω, which

means u > 0 on Ω. In turn, by (5.3), we get the claim. Therefore, by condition (f3), Fatou

lemma and (A1) with α̃ = inf
R

N
+

a > 0, we have

lim inf
j→∞

∫

R
N
+

a(t, x)
[1
2
f(uj)(uj)− F (uj)

]
dσ

= lim inf
j→∞

∫

R
N
+

a(tsj , x+ yj)
[1
2
f(uj(tsj , x+ yj))uj(tsj , x+ yj)− F (uj(tsj , x+ yj))

]
dσ

≥ α̃ lim inf
j→∞

∫

Ω

[1
2
f(uj(tsj , x+ yj))uj(tsj , x+ yj)− F (uj(tsj , x+ yj))

]
dσ

≥ α̃

∫

Ω

lim inf
j→∞

[1
2
f(uj(tsj , x+ yj))uj(tsj , x+ yj)− F (uj(tsj , x+ yj))

]
dσ = +∞.

On the other hand, |I ′(uj)(uj)| ≤ ‖I ′(uj)‖ · ‖uj‖ → 0 as j → ∞. Thus,

∫

R
N
+

a(t, x)
(1
2
f(uj)(uj)− F (uj)

)
dσ = I(uj)−

1

2
I ′(uj)(uj) = d+ oj(1),

which gives a contradiction. If {wj} is bounded, say |wj | < R̃ for some R̃, then we can get

α

2
≤

∫

ΩR(sj ,yj)

|ũj|2dσ ≤
∫

Ω2R̃(1,0)

|ũj |2dσ.

Since ũj → ũ in L
N
2
2 (Ω2R̃(1, 0)), it follows that

α

2
≤

∫

Ω2R̃(1,0)

|ũ|2dσ.

Similar to the previous case, there exists Ω ⊂ Ω2R̃(1, 0) of positive measure such that (5.3)

holds. Then the argument follows as above for the case where {wj} is unbounded and we

can also get a contradiction. Therefore, neither Case 1 or Case 2 can occur and we have the

assertion.

Now, we show the existence of a Cerami sequence for functional I at level c. We need

following Ghoussoub-Preiss theorem. One can refer to [13, Theorem 6] (see also [14]).

Proposition 5.1 Let X be a Banach space and Φ: X → R be a continuous, Gâteaux-

differentiable functional, such that Φ′ : X → X is continuous from the norm of X to the weak

∗ topology of its dual space X∗. Take two points z0, z1 in X and consider the set Γ̃ of all

continuous paths from z0 to z1 : Γ̃ =
{
γ ∈ C0([0, 1];X) | γ(0) = z0, γ(1) = z1

}
.
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Define

α = inf
γ∈Γ̃

max
τ∈[0,1]

Φ(γ(τ)).

Assume there exists a closed subset Y of X such that Y ∩ Φα separates z0 and z1. Then there

exists a sequence {zj} ⊂ X such that, as j → ∞,

(1) δ(zj , Y ) → 0;

(2) Φ(zj) → α;

(3) (1 + ‖zj‖)‖Φ′(zj)‖ → 0.

Here, Φα = {z ∈ X | Φ(z) ≥ α} and the geodesic distance δ(z1, z2) between z1 and z2 in X is

δ(z1, z2) = inf
{∫ 1

0

‖γ′(τ)‖
1 + ‖γ(τ)‖dτ

∣∣∣ γ ∈ C1([0, 1];X), γ(0) = z1, γ(1) = z2

}
.

Lemma 5.5 Let c be min-max mountain pass level for functional I, then there exists a

(Ce)c sequence {uj} in H1,N2
2 (RN

+ ).

Proof We apply the above Proposition 5.1 withX = H1,N2
2 (RN

+ ) and Φ = I. Consider z0 = 0

and z1 ∈ H1,N2
2 (RN

+ ) such that I(z1) < 0. The existence of z1 is guaranteed by the mountain pass

geometry of I. Then c = inf
γ∈Γ̃

max
τ∈[0,1]

I(γ(τ)) and the closed subset P ∩{I(u) ≥ c} = P separates

z0 and z1. In fact, z0 = 0 6∈ P and z1 6∈ P , since J(z1) < NI(z1) < 0. Moreover, there exists

ρ > 0 such that J(u) > 0 for 0 < ‖u‖ < ρ. We have H1,N2
2 (RN

+ )\P = {0} ∪ {J > 0} ∪ {J < 0}.
The “ball” Ωρ(z0) is in a connected component of {0}∪ {J > 0} and z1 belongs to a connected

component of {J(u) < 0}. Therefore, we get a sequence {uj} ⊂ H1,N2
2 (RN

+ ) such that

δ(uj ,P) → 0, I(uj) → c, (1 + ‖uj‖)‖I ′(uj)‖ → 0.

Lemma 5.6 Let {uj} ⊂ H1,N2
2 (RN

+ ) be a bounded sequence such that

I(uj) → d and ‖I ′(uj)‖(1 + ‖uj‖) → 0.

Then, replacing {uj} by a subsequence if necessary, there exist a solution u of (1.1), a number

k ∈ N ∪ {0}, k functions u1, u2, · · · , uk and k sequences of points {wi
j} ⊂ R

N
+ , 1 ≤ i ≤ k,

satisfying:

(1) uj → u in H1,N2
2 (RN

+ );

or

(2) ui are nontrivial solutions of limiting problem (1.3);

(3) |wi
j | → ∞ and |wi

j − wl
j | → ∞ for i 6= l;

(4) uj(t, x) −
k∑

i=1

ui
(

t
sij
, x− yij

)
→ u(t, x);

(5) I(uj) → I(u) +
k∑

i=1

I∞(ui).

Remark 5.1 Nowadays, the proof of this lemma is standard and is a version of the

concentration-compactness lemma of Lions [16, 23]. The main ingredients are Lions lemma

and Brezis-Lieb lemma (see [3]). One can also refer to [8]. In fact, the solutions ui ∈ H1,N2
2 (RN

+ )

can be chosen as positive and “radially symmetric” about some point.
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Corollary 5.1 If I(uj) → c∞ and ‖I ′(uj)‖(1 + ‖uj‖) → 0, then either {uj} is relatively

compact or Lemma 5.6 holds with k = 1 and u = 0.

Lemma 5.7 Suppose that

the limiting problem (1.3) admits a unique positive “radial” solution, (5.4)

then I satisfies condition (Ce)d at level d ∈ (c∞, 2c∞).

Proof Let {uj} ⊂ H1,N2
2 (RN

+ ) satisfy I(uj) → d and ‖I ′(uj)‖(1 + ‖uj‖) → 0 as j → ∞. By

Lemma 5.4, {uj} is a bounded sequence. Applying Lemma 5.6, up to a subsequence, we get

uj(t, x)−
k∑

i=1

ui
( t

sij
, x− yij

)
→ u(t, x) in H1,N2

2 (RN
+ ), I(uj) → I(u) +

k∑

i=1

I∞(ui).

Since d < 2c∞, we have k < 2. If k = 1, we get

• If u 6= 0, then I(u) ≥ p = c∞ and I(uj) ≥ 2c∞. This is impossible.

• If u = 0, then I(uj) → I∞(u1). Under (5.4), we know I∞(u1) = c∞, against d > c∞.

Therefore, we have k = 0 and uj → u.

Remark 5.2 Note that, if f is defined as (1.6), then problem (1.3) has exact on positive

solution. Therefore, condition (5.4) is satisfied. We will give the proof in Appendix.

Lemma 5.8 If I(uj) → d > 0 and {uj} ∈ P , then {uj} is bounded.

Proof I(uj) → d > 0 implies that {I(uj)} is bounded in R. If {uj} ∈ P , by condition (A3),

we know

d+ 1 ≥ I(uj) ≥
1

N

∫

R
N
+

|∇Buj |2dσ,

i.e.,
∫
R

N
+
|∇Buj |2dσ is bounded. By the cone Sobolev inequality,

∫
R

N
+
|uj|2

∗

dσ is also bounded.

Applying (1.5) with ε‖a‖L∞ < λ, we get
∫

R
N
+

a(z)F (uj)dσ ≤ ε‖a‖L∞

2

∫

R
N
+

|uj|2dσ + C(ε)

∫

R
N
+

|uj|2
∗

dσ.

Inserting this to the expression of I, we have

d+ 1 ≥ I(uj) ≥
1

2

∫

R
N
+

|∇Buj |2dσ +
1

2
(λ− ε‖a‖L∞)

∫

R
N
+

|uj |2dσ − C(ε)

∫

R
N
+

|uj |2
∗

dσ,

thus
∫
R

N
+
|uj|2dσ is bounded. Therefore, {uj} is bounded in H1,N2

2 (RN
+ ).

Next, we introduce the barycenter function, which is crucial for proving the existence of

solution for problem (1.1). For u ∈ H1,N2
2 (RN

+ )\{0}, set

η(u)(t, x) :=
1

|Ω1|

∫

Ω1(t,x)

|u(s, y)|ds
s
dy,

then η(u) is a continuous function and a.e. finite. Let

û(t, x) :=
[
η(u)(t, x) − 1

2
max η(u)

]+
.

It follows that û ∈ C0(R
N
+ ). Now, we can define the barycenter of u.
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Definition 5.1 For u ∈ H1,N2
2 (RN

+ )\{0}, define the barycenter of u by

β(u) :=
1

‖û‖LN
1

∫

R
N
+

(ln t, x)û(t, x)
dt

t
dx ∈ R

N .

Since û has compact support, β(u) is well defined. Furthermore, we have following proper-

ties.

Lemma 5.9 (1) β is a continuous functional in H1,N2
2 (RN

+ )\{0};
(2) if u is “radially symmetric”, then β(u) = 0;

(3) given w = (s, y) ∈ R
N
+ , then β(Tsyu) = β(u) + (ln s, y).

Proof We prove (3). Set v(t, x) = Tsyu = u
(
t
s
, x− y

)
, then

η(v)(t, x) =
1

|Ω1|

∫

Ω1(t,x)

∣∣∣u
(τ
s
, ξ − y

)∣∣∣dτ
τ
dξ =

1

|Ω1|

∫

Ω1(
t
s
,x−y)

|u(τ, ξ)|dτ
τ
dξ.

Let α = max η(v), then

v̂(t, x) =
[ 1

|Ω1|

∫

Ω1(
t
s
,x−y)

|u(τ, ξ)|dτ
τ
dξ − 1

2
α
]+
.

Therefore, we get

β(v) =
1

‖û‖LN
1

∫

R
N
+

(ln t, x)
[ 1

|Ω1|

∫

Ω1(
t
s
,x−y)

|u(τ, ξ)|dτ
τ
dξ − 1

2
α
]+ dt

t
dx

=
1

‖û‖LN
1

∫

R
N
+

(ln t+ ln s, x+ y)
[ 1

|Ω1|

∫

Ω1(t,x)

|u(τ, ξ)|dτ
τ
dξ − 1

2
α
]+ dt

t
dx

= β(u) + (ln s, y)
1

‖û‖LN
1

∫

R
N
+

[ 1

|Ω1|

∫

Ω1(t,x)

|u(τ, ξ)|dτ
τ
dξ − 1

2
α
]+ dt

t
dx

= β(u) + (ln s, y)
1

‖û‖LN
1

∫

R
N
+

û(t, x)
dt

t
dx = β(u) + (ln s, y).

Now, we define

b := inf
{
I(u) : u ∈ P and β(u) = 0

}
.

It is clear that b ≥ c∞. Moreover, the following results hold.

Lemma 5.10 Suppose {uj}, {vj} ⊂ H1,N2
2 (RN

+ ) satisfying ‖uj − vj‖ → 0 and I ′(vj) → 0 as

j → ∞. Then, I ′(uj) → 0 as j → ∞.

Proof By assumption (f4), f ∈ C1(R,R+)∩Lip (R,R+). Then for every u, v, ϕ ∈ H1,N2
2 (RN

+ ),

I ′′(u)(v, ϕ) =

∫

R
N
+

∇Bv · ∇Bϕdσ +

∫

R
N
+

λvϕdσ −
∫

R
N
+

a(z)f ′(u)vϕdσ. (5.5)

By the mean value theorem, there exists ξ ∈ (0, 1) such that

I ′(v)(ϕ) − I ′(u)(ϕ) = I ′′(u + ξ(v − u))(ϕ, v − u).



712 H. Chen, P. Luo and S. Y. Tian

Thus, taking into account that |f ′(uj + ξj(vj − uj))| ≤ C a.e. and by assumption (f1), for any

j ≥ 1 we find ξj ∈ (0, 1) such that

I ′(vj)(ϕ) − I ′(uj)(ϕ) = I ′′(uj + ξj(vj − uj))(ϕ, vj − uj)

=

∫

R
N
+

∇B(vj − uj) · ∇Bϕdσ +

∫

R
N
+

λ(vj − uj)ϕdσ −
∫

R
N
+

a(z)f ′(uj + ξj(vj − uj))(vj − uj)ϕdσ

≤ C‖ϕ‖ · ‖vj − uj‖+ Ca∞

∫

R
N
+

|vj − uj| · |ϕ|dσ ≤ C‖ϕ‖ · ‖vj − uj‖.

Take the supremum over ϕ ∈ H1,N2
2 (RN

+ ) with ‖ϕ‖ ≤ 1, then we obtain as j → ∞,

‖I ′(vj)− I ′(uj)‖ ≤ C‖vj − uj‖ = oj(1).

Therefore, I ′(uj) → 0 as j → ∞.

Lemma 5.11 It holds b > c∞.

Proof Suppose by contradiction that b = c∞. Then there exists a sequence {uj} with

uj ∈ P and β(uj) = 0 such that I(uj) → b. From Lemma 5.8, {uj} is bounded. Since c = c∞
and c = p, so p = b, which implies {uj} is a minimizing sequence for I on P . By Ekeland

variational principle, there exists another sequence {ũj} ⊂ P such that, as j → ∞,

I(ũj) → p, I ′|P(ũj) → 0, ‖ũj − uj‖ → 0.

Let us now deduce that I ′(ũj) → 0 as j → ∞. Otherwise, there exists α > 0 and a subsequence

{ũjk} such that

‖I ′(ũjk)‖ ≥ α for all k ≥ 1 large.

Arguing as in the proof of Lemma 5.10, there exists a positive constant C such that

|I ′(ũjk)(ϕ)− I ′(v)(ϕ)| ≤ C‖ϕ‖ ‖ũjk − v‖ for all k ≥ 1 and any v, ϕ ∈ H1,N2
2 (RN

+ ).

Taking the supremum over ‖ϕ‖ ≤ 1, we obtain ‖I ′(ũjk)− I ′(v)‖ ≤ C‖ũjk − v‖ for all k ≥ 1 and

any v ∈ H1,N2
2 (RN

+ ). Therefore, if ‖ũjk − v‖ < δ̃
C

:= 2δ, we have ‖I ′(ũjk) − I ′(v)‖ ≤ δ̃ for any

v ∈ H1,N2
2 (RN

+ ) and all k ≥ 1. This means, α − δ̃ < ‖I ′(ũjk)‖ − δ̃ < ‖I ′(v)‖ for all k ≥ 1 large.

For δ̃ ∈ (0, α) and α̃ := α− δ̃ > 0, we obtain

∀ v ∈ H1,N2
2 (RN

+ ) : v ∈ Ω2δ(ũjk) ⇒ ‖I ′(v)‖ > α̃.

Set ε := min
{

p
2 ,

α̃δ
8

}
and Q := {ũjk}. Then, by a virtue of the Deformation Lemma, we get a

deformation ψ : [0, 1]×H1,N2
2 (RN

+ ) → H1,N2
2 (RN

+ ) at level p such that

ψ(1, Ip+ε ∩Q) ⊂ Ip−ε, I
(
ψ(1, u)

)
≤ I(u) for all u ∈ H1,N2

2 (RN
+ ). (5.6)

Note that, for each k ≥ 1, by (A4) we get

∫

R
N
+

G∞(ũjk)dσ ≥
∫

R
N
+

[(
a(t, x) +

1

N

[
ln t t∂ta(t, x) +

n∑

i=1

xi∂xi
a(t, x)

])
F (ũjk)−

λ

2
ũ2jk

]
dσ

=
N − 2

2N

∫

R
N
+

|∇Bũjk |2dσ > 0.
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Then there exists a unique τ > 0 such that ũjk
(
t

1
τ , x

τ

)
∈ P . Since ũjk ∈ P , for k large enough,

max
τ>0

I
(
ũjk

(
t

1
τ ,
x

τ

))
= I(ũjk) < p+ ε.

Therefore, from (5.6) we obtain

max
τ>0

I
(
ψ
(
1, ũjk

(
t

1
τ ,
x

τ

)))
< p− ε.

On the other hand, for k and L fixed large, γ(τ) = ψ
(
1, ũjk

(
t

1
Lτ , x

Lτ

))
for τ > 0 and γ(0) = 0

is a path in Γ since

I(γ(1)) = I
(
ψ
(
1, ũjk

(
t

1
L ,
x

L

)))
≤ I

(
ũjk

(
t

1
L ,
x

L

))

=
1

2
LN−2

∫

R
N
+

|∇Bũjk |2dσ − LN

∫

R
N
+

[
a(tL, Lx)F (ũjk)− λ

ũ2jk
2

]
dσ

=
1

2
LN−2

∫

R
N
+

|∇Bũjk |2dσ − LN
(∫

R
N
+

G∞(ũjk)dσ + oL(1)
)
< 0 for L→ ∞.

Hence, we get

c ≤ max
τ∈[0,1]

I
(
ψ
(
1, ũjk

(
t

1
(Lτ) ,

x

Lτ

)))
= max

τ>0
I
(
ψ
(
1, ũjk

(
t

1
τ ,
x

τ

)))
< p− ε < p,

which contradicts with the fact p = c. Thus, we know I ′(ũj) → 0 as j → ∞. Since ‖ũj−uj‖ → 0,

by Lemma 5.10, we obtain I ′(uj) → 0 as j → ∞. As a result, {uj} satisfies the assumptions of

Corollary 5.1 and since p = c∞ is not attained, then Lemma 5.6 holds with k = 1 and u = 0.

This implies

uj(t, x) = u1
( t

sj
, x− yj

)
+ oj(1) as j → ∞,

where wj = (sj , yj) ∈ R
N
+ , |wj | → ∞ and u1 is a solution of limiting problem (1.3). Making a

translation, we get

uj(tsj , x+ yj) = u1(t, x) + oj(1).

Calculating the barycenter functional on both sides, then we have

β(uj(tsj , x+ yj)) = β(uj)− wj = −wj and β(u1(t, x) + oj(1)) → β(u1),

since β(·) is a continuous functional. On one side, β(u1) is a fixed real value and, on the other

side |wj | → ∞, so we arrive a contradiction. Thus, we get b > c∞.

Consider the positive, “radially symmetric”, ground state solution Φ ∈ H1,N2
2 (RN

+ ) of limiting

problem (3.1). We define the operator Π: RN
+ → P by

Π[s, y](t, x) := Φ
(( t

s

) 1
µw
,
x− y

µw

)
,

where µw > 1 projects TsyΦ onto P . Then, Π is a continuous function of w = (s, y) since µw is

unique and µw(TsyΦ) is continuous. Moreover, we have following properties.

Lemma 5.12 β(Π[s, y](t, x)) = (ln s, y) for all w = (s, y) ∈ R
N
+ .
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Proof Let v(t, x) = Φ
((

t
s

) 1
µw , x−y

µw

)
, then

η(v)(t, x) =
1

|Ω1|

∫

Ω1(t,x)

|v(τ, ξ)|dτ
τ
dξ =

1

|Ω1|

∫

Ω1(
t
s
,x−y)

∣∣∣Φ
(
τ

1
µw ,

ξ

µw

)∣∣∣dτ
τ
dξ

= η(Φµw
)
( t
s
, x− y

)
.

Here, Φµ(t, x) = Φ(t
1
µ , x

µ
). By the fact that v̂(t, x) = Φ̂µw

( t
s
, x − y) and ‖v̂‖LN

1
= ‖Φ̂µw

‖LN
1
,

then

β(v) =
1

‖v̂‖LN
1

∫

R
N
+

(ln t, x)Φ̂µw

( t
s
, x− y

)dt
t
dx =

1

‖v̂‖LN
1

∫

R
N
+

(ln t+ ln s, x+ y)Φ̂µw
(t, x)

dt

t
dx

=
1

‖v̂‖LN
1

∫

R
N
+

(ln t, x)Φ̂µw
(t, x)

dt

t
dx+

1

‖v̂‖LN
1

∫

R
N
+

(ln s, y)Φ̂µw
(t, x)

dt

t
dx

= β(Φµw
) + (ln s, y)

1

‖v̂‖LN
1

∫

R
N
+

v̂(st, x+ y)
dt

t
dx = 0 + (ln s, y) = (ln s, y),

since Φ is “radially symmetric” and so Φµw
is “radially symmetric”.

Lemma 5.13 I(Π[s, y]) ց c∞, if |w| → +∞.

Proof In fact, Π[s, y] ∈ P and on P the functional I can be written as, with v(t, x) =

Φ
((

t
s

) 1
µw , x−y

µw

)
,

I(Π[s, y]) =
1

N

∫

R
N
+

|∇Bv|2dσ +
1

N

∫

R
N
+

[
ln t t∂ta(t, x) +

n∑

i=1

xi∂xi
a(t, x)

]
F (t, x, v)dσ.

Moreover, since Φ ∈ P∞, we have I∞(Φ) = 1
N

∫
R

N
+
|∇BΦ|2dσ. Thus, we obtain

I(Π[s, y]) =
µN−2
w

N

∫

R
N
+

|∇BΦ|2dσ +
µN
w

N

∫

R
N
+

[
stµw ln stµw∂0a(st

µw , y + µwx)

+
n∑

i=1

(yi + µwxi)∂ia(st
µw , y + µwx)

]
F (t, x,Φ)dσ

= µN−2
w I∞(Φ) +

µN
w

N

∫

R
N
+

[
stµw ln stµw∂0a(st

µw , y + µwx)

+

n∑

i=1

(yi + µwxi)∂ia(st
µw , y + µwx)

]
F (t, x,Φ)dσ > c∞.

Applying Lebesgue dominated convergence theorem, (1.4) and µw → 1 if |w| → +∞, we have

lim
|w|→+∞

∫

R
N
+

[
stµw ln stµw∂0a(st

µw , y+µwx)+

n∑

i=1

(yi+µwxi)∂ia(st
µw , y+µwx)

]
F (t, x,Φ)dσ = 0.

Therefore, we get I(Π[s, y]) ց c∞, if |w| → +∞.

Denote µ = sup
w=(s,y)∈R

N
+

µw, then we have following lemma.
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Lemma 5.14 Let C be the constant such that |F (s)| ≤ Cs2. Assume that (1.3) admits a

unique positive solution which is “radially symmetric” about some point and

‖a∞ − a‖L∞ <
c∞

CµN‖Φ‖2
L

N
2
2

. (5.7)

Then, I(Π[s, y]) < 2c∞ for any (s, y) ∈ R
N
+ .

Proof Note that I∞ is invariant under the translation Tsy, and the maximum of τ →
I∞

(
Φ
(
t

1
τ , x

τ

))
is attained at τ = 1. Since µw > 1, we get

I(Π[s, y]) = I∞(Π[s, y]) + I(Π[s, y])− I∞(Π[s, y])

≤ I∞(Φ) +

∫

R
N
+

(a∞ − a(t, x))F (t, x,Π[s, y])dσ

< c∞ +
c∞

µN‖Φ‖2
L

N
2
2

C

∫

R
N
+

CΦ2
(( t

s

) 1
µw
,
x− y

µw

)
dσ

= c∞ +
c∞µN

w

µN‖Φ‖2
L

N
2
2

∫

R
N
+

Φ2dσ ≤ 2c∞.

We will need a version of linking theorem with Cerami condition by Bartolo, Benci and

Fortunato in [1].

Definition 5.2 Let S be a closed subset of Banach space X and Q be a subset manifold of

X with relative boundary ∂Q. We say that S and ∂Q link if:

(1) S ∩ ∂Q = ∅;
(2) for any h ∈ C0(X,X) such that h

∣∣
∂Q

= id, h(Q) ∩ S 6= ∅.
Moreover, if S and Q are as above and B is a subset of C0(X,X), then S and ∂Q link with

respect to B if (1) and (2) hold for any h ∈ B.

Proposition 5.2 (Linking) Suppose that I ∈ C1(X,R) is a functional satisfying (Ce)

condition. Consider a closed subset S ⊂ X and a submanifold Q ⊂ X with relative boundary

∂Q such that

(1) S links ∂Q;

(2) e = inf
u∈S

I(u) > sup
u∈∂Q

I(u) = e0;

(3) sup
u∈Q

I(u) < +∞.

If B = {h ∈ C0(X,X); h|∂Q = id}, then ẽ = inf
h∈B

sup
u∈Q

I(h(u)) ≥ e is a critical value of I.

Now, we are ready to prove the main existence result (Theorem 1.2).

Proof of Theorem 1.2 Since b > c∞ from Lemma 5.11 and I(Π[s, y]) ց c∞ if |w| → +∞
from Lemma 5.13, there exists ρ > 0 such that

c∞ < max
|w|=ρ

I(Π[s, y]) < b. (5.8)

In order to apply the linking theorem, we take

Q := Π(Ωρ(1, 0)) and S :=
{
u ∈ H1,N2

2 (RN
+ ) : u ∈ P , β(u) = 0

}
.
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Then we can deduce that ∂Q and S link with respect to B = {h ∈ C(Q,P) : h|∂Q = id
}
. In

fact, since β(Π[s, y](t, x)) = (ln s, y), from Lemma 5.12, we have ∂Q ∩ S = ∅, because if u ∈ S

then β(u) = 0 and if u ∈ ∂Q, i.e., u = Π[s, y] for some w = (s, y) ∈ R
N
+ with |w| = ρ then

β(u) = (ln s, y) 6= 0. On the other hand, given h ∈ B, let χ : Ωρ(1, 0) → R
N be defined by

χ(s, y) = β ◦ h ◦ Π[s, y]. Then by composition, χ is continuous. Moreover, for any |w| = ρ,

we get h ◦ Π[s, y] = Π[s, y] as h
∣∣
∂Q

= id and from Lemma 5.12, χ(s, y) = (ln s, y). Since

‖χ(s, y)‖2
RN = (ln s)2 + |y|2 = |(s, y)|2, by the fixed point theorem, there exists w̃ ∈ Ωρ(1, 0)

such that χ(s̃, ỹ) = 0, which implies h(Π[s̃, ỹ]) ∈ S. Thus, h(Q) ∩ S 6= ∅ and ∂Q and S link.

From the definition of b, Q and the inequality (5.8), we can write

b = inf
S
I > max

∂Q
I.

Now, define

d = inf
h∈B

max
u∈Q

I
(
h(u)

)
.

Then d ≥ b. Indeed, since ∂Q and S link, if h ∈ B then there exists ϕ ∈ S such that ϕ ∈ h(Q),

i.e., ϕ = h(v) for some v ∈ Q. Therefore,

max
u∈Q

I
(
h(u)

)
≥ I

(
h(v)

)
= I(ϕ) ≥ inf

u∈S
I(u) = b,

which means d ≥ b. In particular, d > c∞. Moreover, if h = id, then from Lemma 5.14, we

obtain

inf
h∈B

max
u∈Q

I(h(u)) ≤ max
u∈Q

I(u) < 2c∞.

This means c∞ < d < 2c∞ under condition (5.7). Thus, from Lemma 5.7, functional I satisfies

(Ce) condition at level d. By Proposition 5.2 (linking theorem), d is a critical value of I.

Therefore, there exists a positive solution for problem (1.1). Theorem 1.2 is proved.

6 Appendix

Consider the limiting problem

−∆Bu+ λu = a∞f(u) in R
N
+ , (6.1)

where a∞ > λ > 0. The purpose of this section is to prove that problem (6.1) can have at most

one positive solution in H1,N2
2 (RN

+ ).

First, we recall a well know result from Peletier and Serrin in [18]. For the classical elliptic

problem

∆u+ g(u) = 0 in R
n, u(x) → 0 as x→ ∞, (6.2)

in which n > 1, x = (x1, · · ·, xn), and g satisfies the following hypotheses:

(H1) g is defined and locally Lipschitz continuous on (0,∞).

(H2) lim
u→0

g(u)
u

= −m, where m is a positive constant.

(H3)
∫ δ

0
g(u)du > 0 for some positive constant δ.

(H4) g(u)
u−l

is non-increasing on the subset of (l,∞) where g(u) > 0.

Here l = inf
{
u ∈ (0,∞) :

∫ u

0
g(s)ds > 0

}
. Then problem (6.2) has at most one solution. One

can refer to [18, Theorem 2] for details.

Now, we give an example which satisfies above conditions.



Cone-Degenerate Elliptic Equations 717

Lemma 6.1 Let f be defined as in (1.6) and λ < a∞ ≤ 4
3λ, then g(u) = −λu + a∞f(u)

satisfies conditions (H1)–(H4).

Proof Since

g′(u) = −λ+ a∞
3u2 + u4

(1 + u2)2
, g′(0) = −λ, lim

u→∞
g′(u) = a∞ − λ > 0,

we have g′(u) is bounded on (0,∞). This means that condition (H1) is satisfied.

It is clear that condition (H2) is satisfied with m = λ.

If g(u) > 0, then u >
√

λ
a∞−λ

. On the other hand, g′′(u) = a∞
2u(3−u2)
(1+u2)3 , which means that

g′(u) is decreasing on (
√
3,∞). Hence g′(u) is positive and decreasing on (

√
3,∞). This means

that g(u) is increasing at least on (
√
3,∞). Since lim

u→∞
g(u) = +∞, condition (H3) is satisfied

with δ >
√

λ
a∞−λ

.

Let h(u) = g′(u)(u − l)− g(u). Then

h(l) = −g(l) < 0 since l >

√
λ

a∞ − λ
, and lim

u→∞
h(u) = l(λ− a∞) < 0.

If λ < a∞ ≤ 4
3λ, then

√
λ

a∞−λ
≥

√
3 and l >

√
λ

a∞−λ
≥

√
3, then h′(u) = g′′(u)(u − l) < 0 on

(l,∞). Hence h(u) < 0 on (l,∞). This means that

[ g(u)
u− l

]′
=
g′(u)(u− l)− g(u)

(u − l)2
=

h(u)

(u− l)2
< 0 on (l,∞),

and condition (H4) is satisfied.

Next, if f and a satisfy the conditions (f1)–(f4), (A1)–(A5) and (3.4), then g(u) = −λu +

a∞f(u) will satisfy conditions (H1)–(H4) with m = λ. Therefore, problem

∆u(t, x)− λu(t, x) + a∞f(u) = 0 in R
N , u(t, x) → 0 as (t, x) → ∞ (6.3)

has at most one positive solution, where N = n+ 1.

Since for any u(t, x) ∈ H1,N2
2 (RN

+ ) satisfying problem (6.1), there exists v(t, x) := u(et, x) ∈
H1(RN ) satisfying problem (6.3). And for any v(t, x) ∈ H1(RN ) satisfying problem (6.3), there

exists u(t, x) := v(ln t, x) ∈ H1,N2
2 (RN

+ ) satisfying problem (6.1). Then, we know problem (6.1)

has at most on positive solution.
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