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Abstract In this paper, the authors show that the maximal operators of the multilinear
Calderón-Zygmund singular integrals are bounded from a product of weighted Hardy spaces
into a weighted Lebesgue spaces, which essentially extend and improve the previous known
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1 Introduction

The study of Hardy spaces was derived from the context of Fourier series and complex

analysis in the early 1900s. It is well-known that many important operators in harmonic

analysis are well-behaved both on Lp for p > 1 and on Hardy spaces. In fact, Hardy type

spaces have been shown to be more natural and useful than the corresponding extension of

Lebesgue spaces in many respects. A complete treatment of Hardy spaces in R
n was due to

Stein, Weiss, Coifman and Fefferman in [2–3, 10]. Subsequently, the weighted Hardy space was

introduced by Garćıa-Cuerra [11]. While, the intensive study of weighted Hardy spaces was the

work of Strömberg and Torchinsky [22], in which they showed that linear Calderón-Zygmund

operators whose kernels have enough regularity are bounded from Hp(ω) into Lp(ω) or Hp(ω)

for 0 < p < ∞, ω ∈ A∞. For more works of weighted Hardy spaces, we refer readers to

[7, 12, 16, 19], and the references there in.
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Recently, the investigation of multilinear operators on Hardy space has attracted many

researchers’ interests. It was Grafakos and Kalton [13] who first proved that the multilinear

Calderón-Zygmund operators were bounded from products of Hardy spaces into Lebesgue s-

paces. The bounds into Hardy spaces were given by Grafakos, Nakamura, Nguyen and Sawano

in [14] for the multilinear Calderón-Zygmund operators and in [15] for the multilinear multiplier

operators. The corresponding boundedness of multilinear Calderón-Zygmund operators from

products of weighted Hardy spaces into weighted Lebesgue spaces or Hardy spaces were also

studied in [6, 17, 27]. Among them, we would like to mention the excellent work of Cruz-Uribe,

Moen and Nguyen [6], in which they generalized the results in [13–14, 17, 22, 27] by establishing

a finite atomic decomposition theorem for weighted Hardy spaces.

Inspired by the work in [6], we will focus on the maximal multilinear singular integral

operators. We first recall the relevant notations and definitions.

Definition 1.1 (Multilinear Calderón-Zygmund operator) Let T be a multilinear

operator originally defined on the m-fold product of Schwartz spaces S(Rn) and taking values

in the space of tempered distributions S ′(Rn),

T : S(Rn)× · · · × S(Rn) → S ′(Rn).

T is said to be an m-linear Calderón-Zygmund operator if it can be extended to be a bounded

multilinear operator from Lq1(Rn)×· · ·×Lqm(Rn) to Lq(Rn) for some 1 < q1, · · · , qm < ∞ and

1
q
= 1

q1
+· · ·+ 1

qm
, and if there is a function K defined away from the diagonal x = y1 = · · · = ym

in (Rn)m+1, satisfying

T (f1, · · · , fm)(x) =

∫

(Rn)m
K(x, y1, · · · , ym)f1(y1) · · · fm(ym)dy1 · · ·dym

for all x 6∈
m
⋂

i=1

supp(fi), and

|∂α0
y0

· · · ∂αm
ym

K(y0, y1, · · · , ym)| ≤ Aα

(

m
∑

k,l=0

|yk − yl|
)mn+|α|

(1.1)

for all multiple indices α = (α0, · · · , αm) such that |α| = |α0| + · · ·+ |αm| ≤ N , where N is a

sufficiently large integer and Aα is a positive constant.

Definition 1.2 (Maximal multilinear Calderón-Zygmund operator) The maximal

multilinear Calderón-Zygmund operator is defined by

T ∗(~f)(x) = sup
δ>0

|Tδ(f1, · · · , fm)(x)|, (1.2)

where Tδ are given by

Tδ(f1, · · · , fm)(x) =

∫

(Rn)m
Kδ(x, y1, · · · , ym)f1(y1) · · · fm(ym)d~y
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with Kδ(x, y1, · · · , ym) = φ
(

√
(x−y1)2+···+(x−ym)2

2δ

)

K(x, y1, · · · , ym), where d~y = dy1 · · · dym
and φ(x) is a smooth function on R

n, which vanishes if |x| ≤ 1
4 and is equal to 1 if |x| > 1

2 .

In 2001, Grafakos and Kalton [13] proved the following result.

Theorem 1.1 (see [13]) Let 0 < p1, · · · , pm, p ≤ 1, 1
p1

+ · · · + 1
pm

= 1
p
. Suppose that K

satisfies (1.1) with N =
⌊

n
(

1
p
− 1

)⌋

. Then

‖T ∗(~f)‖Lp(Rn) .

m
∏

i=1

‖fi‖Hpi (Rn).

This result was subsequently extended to the weighted cases by Li, Xue and Yabuta in [18],

which can be listed as follows.

Theorem 1.2 (see [18]) Let 1 < q1, · · · , qm, q < ∞, 0 < p1, · · · , pm, p ≤ 1 with 1
q1
+ · · ·+

1
qm

= 1
q
and 1

p1
+ · · · + 1

pm
= 1

p
. Suppose that K satisfies (1.1) with N = max

1≤i≤m

{⌊

n
( (qi)ω

pi
−

1
)⌋

,
⌊(

qi
pi

− 1
)

mn
⌋}

. Then

(i) for ω ∈ Aq1 ∩ · · · ∩ Aqm ,

‖T ∗(~f)‖Lp(ω) .

m
∏

i=1

‖fi‖Hpi (ω);

(ii) for each i, ωi ∈ A1,

‖T ∗(~f)‖Lp(ν~ω) .

m
∏

i=1

‖fi‖Hpi (ωi),

where ν~ω =
m
∏

i=1

ω
p
pi

i , rω = inf{r ∈ (1,∞) : ω ∈ Ar}.

Obviously, the ranges of weight functions in the above results are too narrow. It is quite

natural to ask whether or not the restrictions imposed on the weights in Theorem 1.2 can be

relaxed or removed.

The first main purpose of this paper is to address the question above. Our main result can

be formulated as follows.

Theorem 1.3 (Products of Hardy spaces into Lp space) Let m ∈ Z
+, 0 < p1, · · · , pm

< ∞, ωk ∈ A∞ (1 ≤ k ≤ m), T ∗ be defined by (1.2). Suppose that K satisfies (1.1) for N such

that

N ≥ max
{⌊

mn
(rωk

pk
− 1

)⌋

+
, 1 ≤ k ≤ m

}

+ (m− 1)n, (1.3)

where rω := inf{r ∈ (1,∞) : ω ∈ Ar} for ω ∈ A∞. Then

T ∗ : Hp1(ω1)× · · · ×Hpm(ωm) → Lp(ν~ω),

where ν~ω =
m
∏

k=1

ω
p
pk

k and 1
p
= 1

p1
+ · · ·+ 1

pm
.
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Remark 1.1 Since Hp(ω) = Lp(ω) when p > 1 and ω ∈ Ap, we can replace Hpk(ωk) by

Lpk(ωk) in Theorem 1.3. Comparing with the results of [13, 18], our theorem greatly relaxes

the ranges of ωi and pi, p with i = 1, · · · ,m.

Another generalization of Hardy spaces in R
n is the variable Hardy spaces, which were

independently introduced and studied in [9, 20] and was studied also in [21]. Recently, Tan

[24] proved that bilinear Calderón-Zygmund operators are bounded from products of variable

Hardy spaces into variable Lebesgue or Hardy spaces. While, the assumptions in [24] were

immediately improved by Cruz-Uribe, Moen and Nguyen [6]. We refer readers to [5, 25–26] for

other results about variable Hardy spaces.

Our next theorem will extend the above results to the maximal multilinear Calderón-

Zygmund operators, which are analogue to Theorem 1.3. We first recall some basic facts

of variable spaces.

Let P0 be the set of all measurable functions p(·) : Rn → (0,∞), the variable Lebesgue

space Lp(·) consists of all measurable functions f such that

‖f‖Lp(·) = inf
{

λ > 0 :

∫

Rn

( |f(x)|
λ

)p(x)

dx ≤ 1
}

< ∞.

These spaces were first introduced by Orlicz [23], for further details, see [4]. Given p(·) ∈ P0,

we define

p− = ess inf
x∈Rn

p(x), p+ = ess sup
x∈Rn

p(x).

Denote p(·) ∈ B if the Hardy-Littlewood maximal operator is bounded on Lp(·). A sufficient

condition of p(·) ∈ B is that p(·) ∈ P0, 1 < p− ≤ p+ < ∞ and p(·) is log-Hölder continuous, i.e.,
there exist constants C0, C∞ and p∞ such that

|p(x) − p(y)| ≤ C0

− log(|x− y|) , |x− y| < 1

2

and

|p(x)− p∞| ≤ C∞

log(e + |x|) .

Variable Hardy spaces Hp(·) (see its definition in Section 2) were independently introduced

by Cruz-Uribe, Wang [9] and Nakai, Sawano [20]. Now, we state our results in the setting of

variable exponents.

Theorem 1.4 Let m ∈ Z
+ and p1, · · · , pm ∈ R

+. Suppose that q1(·), · · · , qm(·) satisfy the

log-Hölder continuous condition with 0 < pk < (qk)− ≤ (qk)+ < ∞. Let T ∗ be as in Theorem

1.3 and K satisfy (1.1) for N such that

N ≥ max
{⌊

mn
( 1

pk
− 1

)⌋

+
, 1 ≤ k ≤ m

}

+ (m− 1)n.
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Then

T ∗ : Hq1(·) × · · · ×Hqm(·) → Lq(·),

where 1
q
(·) = 1

q1
(·) + · · ·+ 1

qm
(·).

The rest of this paper is organized as follows. In Section 2, we will recall some facts about

weights and weighted inequalities as well as the weighted and variable exponent Hardy spaces.

The proof of Theorem 1.3 will be given in Section 3. Finally, we will prove Theorem 1.4 in

Section 4.

Through out the rest of the paper, we denote a positive constant by C, which may change

at each occurrence. We denote f . g, f ∼ g if f ≤ Cg and f . g . f , respectively. Given a

cube Q and τ > 0, denote l(Q) the side-length of cube Q, let Q∗ = 2
√
nQ, where τQ means

the cube with the same center of Q such that l(τQ) = τl(Q). Given a measurable set Γ ⊂ R
n,

we denote the Lebesgue measure of Γ by |Γ|. As usual, we will denote t−nφ
(

x
t

)

by φt(x) and

d~y = dy1 · · · dym.

2 Preliminaries

2.1 Weights and vector-valued inequality

In this subsection, we give some basic definitions of weights and weighted vector-valued

inequality that we will use.

A weight ω is a nonnegative locally integrable function such that 0 < ω(x) < ∞ a.e. x ∈ R
n.

For 1 < p < ∞, we say that a weight ω ∈ Ap if

[ω]Ap
= sup

Q

( 1

|Q|

∫

Q

ω(y)dy
)( 1

|Q|

∫

Q

ω(y)1−p′

dy
)p−1

< ∞,

where 1
p
+ 1

p′
= 1 and the supremum is taken over all cubes Q ⊂ R

n. A weight w ∈ A1 if there

is a constant C such that for any cube Q,

1

|Q|

∫

Q

w(y)dy ≤ C inf
y∈Q

w(y).

Then we define the A∞ class of weights by A∞ =
⋃

1≤p<∞

Ap.

The following weighted vector-valued inequality is frequently applied in our proof, which

was proved by Anderson and John [1].

Lemma 2.1 (see [1]) Given 1 < p, q < ∞ and ω ∈ Ap, it holds that

∥

∥

∥

(

∑

k

(Mfk)
q
)

1
q
∥

∥

∥

Lp(ω)
.

∥

∥

∥

(

∑

k

|fk|q
)

1
q
∥

∥

∥

Lp(ω)
,

where M is the Hardy-Littlewood maximal function.
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We also need the following weighted inequalities.

Lemma 2.2 (see [6]) Let ω ∈ A∞, and fix 0 < p < ∞ and max{1, p} < q < ∞. Then given

any collection of cubes {Qk}∞k=1 and nonnegative integrable functions gk with supp(gk) ⊂ Qk,

∥

∥

∥

∞
∑

k=1

gk

∥

∥

∥

Lp(ω)
≤ C(ω, p, q, n)

∥

∥

∥

∞
∑

k=1

( 1

ω(Qk)

∫

Qk

gk(x)
qω(x)dx

)
1
q

χQk

∥

∥

∥

Lp(ω)
.

Lemma 2.3 (see [6]) Let T be the multilinear Calderón-Zygmund operator defined in Def-

inition 1.1 and fix ω ∈ Aq, q > 1. Then given any collection f1, · · · , fm of bounded functions

of compact support,

‖T (f1, · · · , fm)‖Lq(ω) ≤ C‖f1‖Lq(ω)

m
∏

k=2

‖fk‖L∞ .

2.2 Weighted and variable exponent Hardy spaces

In this subsection, we state some elementary results about weighted and variable Hardy

spaces. For more details, see [7, 9, 20, 22].

Let S(Rn) be the Schwartz class of smooth functions. For a large integer N0, denote

SN0 =
{

φ ∈ S(Rn) :

∫

Rn

(1 + |x|)N0

(

∑

|β|≤N0

∣

∣

∣

∂β

∂xβ
φ(x)

∣

∣

∣

2)

dx ≤ 1
}

.

Given ω ∈ A∞ and 0 < p < ∞, the weighted Hardy spaces Hp(ω) is defined by

Hp(ω) = {f ∈ S ′(Rn) : MN0(f) ∈ Lp(ω)}

with the quasi-norm

‖f‖Hp(ω) = ‖MN0(f)‖Lp(ω),

where MN0(f) is given by

MN0(f)(x) = sup
φ∈SN0

sup
t>0

|φt ∗ f(x)|.

Given an integer N > 0, we say that a function a is an (N,∞)-atom if ‖a‖L∞ ≤ 1, supp(a) ⊂
Q for some cube Q, and for |β| ≤ N ,

∫

Rn

xβa(x)dx = 0.

For ω ∈ A∞ and 0 < p < ∞, denote Sω :=
⌊

n
(

rω
p
−1

)⌋

+
. If N > Sω, then any (N,∞)-atom

is in Hp(ω). Further more, in [22], it was proved that for N > Sω, there exists a sequence

of nonnegative numbers {λk} and a sequence of (N,∞)-atoms {ak} with supp(ak) ⊂ Qk such

that for every f ∈ Hp(ω),

f =
∑

k

λkak, ‖f‖Hp(ω) ∼
∥

∥

∥

∑

k

λkχQk

∥

∥

∥

Lp(ω)
.
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For N > Sω, we define

ON =
{

f ∈ C∞
0 :

∫

Rn

xβf(x)dx = 0, 0 ≤ |β| ≤ N
}

.

Then ON is dense in Hp(ω) (see [6–7]). In addition, we have the following finite atomic

decomposition which was given in [7].

Lemma 2.4 (see [7]) Given 0 < p < ∞ and ω ∈ A∞, fix N > Sω. Then if f ∈ ON , there

exists a finite sequence {ai}Mi=1 of (N,∞)-atoms with supports Qi, and a nonnegative sequence

{λi}Mi=1 such that f =
∑

i

λiai and

∥

∥

∥

M
∑

i=1

λiχQi

∥

∥

∥

Lp(ω)
. ‖f‖Hp(ω).

Next we introduce some basic facts about variable Hardy space. Given p(·) ∈ P0, the

variable Hardy space Hp(·) is defined to be the set of all distributions

Hp(·) = {f ∈ S ′(Rn) : MN0f ∈ Lp(·)}.

It was shown in [7] that every f ∈ Hp(·) can also be decomposed as the sum of atoms: Assume

p(·) ∈ P0, then for N > ⌊n(p−1
− − 1)⌋+, there is a sequence of (N,∞)-atoms ak and λk > 0 such

that for any f ∈ Hp(·),

f =
∑

k

λkak, ‖f‖Hp(·) ∼
∥

∥

∥

∑

k

λkχQk

∥

∥

∥

Lp(·)
.

Given N > Sp(·) := ⌊n(p−1
− − 1)⌋+, then ON is dense in Hp(·). Similarly to Lemma 2.4, the

following finite atomic decomposition was also established in [7]

Lemma 2.5 (see [7]) Given p(·) ∈ P0, suppose that 0 < p− ≤ p+ < ∞ and p(·) satisfies

the log-Hölder continuous condition. Fix 0 < p0 < p−. Then for any N such that

N > ⌊n(p−1
0 − 1)⌋+,

given any f ∈ ON , there exists a finite sequence {ai}Mi=1 of (N,∞)-atoms with supports Qi, and

a nonnegative sequence {λi}Mi=1 such that

f =
∑

i

λiai

and
∥

∥

∥

M
∑

i=1

λiχQi

∥

∥

∥

Lp(·)
. ‖f‖Hp(·) .
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3 Proof of Theorem 1.3

This section is devoted to proving Theorem 1.3. First, we establish the following two lemmas.

Lemma 3.1 Let T ∗ and K be stated as in Theorem 1.3 and ai be an (N,∞)-atom supported

in Qi (1 ≤ i ≤ m). Then we have

T ∗(a1, · · · , am)χ( m⋂

i=1

Q∗

i

)c .

m
∏

i=1

(M(χQi
))

n+N+1
mn , (3.1)

where M is the Hardy-Littlewood maximal operator.

Proof Given any non-empty subset Γ ⊂ {1, · · · ,m}, to prove (3.1), it suffices to prove for

all y 6∈ ⋃

k∈Γ

Q∗
k,

T ∗(a1, · · · , am)(y) .
min{l(Qi) : i ∈ Γ}n+N+1

(
∑

i∈Γ

|y − ci|
)n+N+1

, (3.2)

where ci is the center of Qi.

Indeed, fix y ∈
(

m
⋂

i=1

Q∗
i

)c
, one can find a non-empty subset Γ ⊂ {1, · · · ,m} such that y 6∈ Q∗

i

for all i ∈ Γ and y ∈ Q∗
k for all k 6∈ Γ. Then

m
∏

i=1

( l(Qi)
n

(l(Qi) + |y − ci|)n
)

n+N+1
mn

=
∏

i∈Γ

( l(Qi)
n

(l(Qi) + |y − ci|)n
)

n+N+1
mn

∏

i6∈Γ

( l(Qi)
n

(l(Qi) + |y − ci|)n
)

n+N+1
mn

&
∏

i∈Γ

( l(Qi)
n

(l(Qi) + |y − ci|)n
)

n+N+1
mn

.

By (3.2), we have

T ∗(a1, · · · , am) .
min{l(Qi) : i ∈ Γ}n+N+1

(
∑

i∈Γ

|y − ci|
)n+N+1

.
∏

i∈Γ

( l(Qi)
n

(l(Qi) + |y − ci|)n
)

n+N+1
mn

.

m
∏

i=1

( l(Qi)
n

(l(Qi) + |y − ci|)n
)

n+N+1
mn

.

m
∏

i=1

(M(χQi
))

n+N+1
mn .

Now, we turn to prove (3.2). For brevity, we may assume that Γ = {1, · · · , r} for some

1 ≤ r ≤ m. For y 6∈ ⋃

i∈Γ

Q∗
i , since a1 has zero vanishing moments up to order N , we deduce

that

T ∗(a1, · · · , am)(y)
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= sup
δ>0

∣

∣

∣

∫

Rmn

[Kδ(y, y1, · · · , ym)− PN (y, y1, · · · , ym)]a1(y1) · · · am(ym)d~y
∣

∣

∣

=: sup
δ>0

∣

∣

∣

∫

Rmn

K1
δ (y, y1, · · · , ym)a1(y1) · · · am(ym)d~y

∣

∣

∣
,

where

PN (y, y1, · · · , ym) :=
∑

|α|≤N

1

α!
∂α
2 Kδ(y, c1, y2, · · · , ym)(y1 − c1)

α.

Set y0 = y. Observe that

√

m
∑

i=1

(y0 − yi)2 ∼ δ when φ is not always a constant and
m
∑

i=1

|y0−yi| ∼
m
∑

k,l=0

|yk − yl|, one can verify that the kernels Kδ satisfy (1.1) uniformly in δ > 0. Hence, by

(1.1) and the fact that |y − yi| ∼ |y − ci| for all i ∈ Γ and yi ∈ Qi, we get

|K1
δ (y, y1, · · · , ym)| . |y1 − c1|N+1

(

∑

i∈Γ

|y − ci|+
m
∑

k=2

|y − yk|
)−mn−N−1

.

This together with using polar coordinates formula leads to

T ∗(a1, · · · , am)(y) . sup
δ>0

∫

Rmn

|K1
δ (y, y1, · · · , ym)||a1(y1) · · · am(ym)|d~y

.

∫

Rmn

|y1 − c1|N+1|a1(y1) · · · am(ym)|
(
∑

i∈Γ

|y − ci|+
m
∑

k=2

|y − yk|
)mn+N+1

d~y

.

∫

R(m−1)n

l(Q1)
n+N+1

(
∑

i∈Γ

|y − ci|+
m
∑

k=2

|yk|
)mn+N+1

dy2 · · ·dym

.
l(Q1)

n+N+1

(
∑

i∈Γ

|y − ci|
)n+N+1

, (3.3)

which completes the proof of Lemma 3.1.

Lemma 3.2 Let T ∗ and K be stated as in Theorem 1.3, ω ∈ Aq (1 ≤ q < ∞) and ai be

an (N,∞)-atom supported in Qi. Assume l(Q1) = min{l(Qi) : 1 ≤ i ≤ m}. Then

‖T ∗(a1, · · · , am)χQ∗

1
‖Lq(ω) . ω(Q1)

1
q

m
∏

i=1

inf
z∈Q1

(M(χQi
))(z)

n+N+1
mn . (3.4)

Proof We will demonstrate (3.4) by considering the following two cases.

Case 1 Q∗
1 ∩ Q∗

k 6= ∅ for all 2 ≤ k ≤ m. In this case, observe that Q∗
1 ⊂ 3Q∗

k for all k, we

have

M(χQi
)(z) ≥ |Q1 ∩Qk|

|Q1|
≥ | 13Q1 ∩Qk|

|Q1|
& 1, ∀ z ∈ Q1.

The same reasoning as in [18] may yield that, for all η > 0, there exists a constant C > 0 such

that

T ∗(~f)(x) ≤ C((M(|T (~f)|η)(x)) 1
η +M(~f)(x)),
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where M(~f)(x) = sup
Q∋x

m
∏

i=1

|Q|−1
∫

Q
|fi(yi)|dyi.

Now, we choose η such that ω ∈ A q
η
, which implies that

‖T ∗(a1, · · · , am)χQ∗

1
‖Lq(ω)

≤ ‖T ∗(a1, · · · , am)‖Lq(ω)

. ‖(M(|T (a1, · · · , am)(x)|η)) 1
η ‖Lq(ω) + ‖M(a1, · · · , am)‖Lq(ω)

. ‖T (a1, · · · , am)‖Lq(ω) + ‖a1‖Lq(ω)‖a2‖L∞ · · · ‖am‖L∞

. ‖a1‖Lq(ω)‖a2‖L∞ · · · ‖am‖L∞

. ω(Q1)
1
q

m
∏

i=1

inf
z∈Q1

M(χQi
)(z), (3.5)

where q > 1 and the last second inequality follows from Lemma 2.3. When q = 1, choosing

q0 > 1, using (3.5) and ω ∈ Aq0 , we have

‖T ∗(a1, · · · , am)χQ∗

1
‖L1(ω) ≤ ‖T ∗(a1, · · · , am)χQ∗

1
‖Lq0(ω)ω(Q

∗
1)

1
q′0

. ω(Q1)
1
q0 ω(Q1)

1
q′
0

m
∏

i=1

inf
z∈Q1

M(χQi
)(z)

= ω(Q1)
m
∏

i=1

inf
z∈Q1

M(χQi
)(z).

Case 2 Q∗
1 ∩ Q∗

k = ∅ for some k. For y1 ∈ Q1, since K1
δ satisfies (1.1) uniformly in δ > 0,

we have that for some ξ1 ∈ Q1 and yi ∈ Qi (1 ≤ i ≤ m),

|K1
δ (y, y1, · · · , ym)| . l(Q1)

N+1
(

|y − ξ1|+
m
∑

j=2

|y − yj |
)−mn−N−1

.

For y1 ∈ Q∗
1, yi ∈ Qi (i ∈ Γ), one can check that

l(Q1)
N+1

(

|y − ξ1|+
m
∑

j=2

|y − yj|
)−mn−N−1

. l(Q1)
N+1

(

∑

i∈Γ

|c1 − ci|+
m
∑

j=2

|y − yj |
)−mn−N−1

.

Keeping in mind the definition of T ∗, similarly to (3.3), we have

T ∗(a1, · · · , am)(y) = sup
δ>0

∣

∣

∣

∫

Rmn

K1
δ (y, y1, · · · , ym)a1(y1) · · ·am(ym)d~y

∣

∣

∣

.

∫

Rmn

l(Q1)
N+1|a1(y1)| · · · |am(ym)|

(
∑

i∈Γ

|c1 − ci|+
m
∑

j=2

|y − yj|
)mn+N+1

d~y

.
l(Q1)

n+N+1

(
∑

i∈Γ

|c1 − ci|
)n+N+1

.
l(Q1)

n+N+1

(
∑

i∈Γ

(|c1 − ci|+ l(Q1) + l(Qi))
)n+N+1

. (3.6)
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For any z ∈ Q1, it is not hard to prove that

l(Q1)
n+N+1

(
∑

k∈Γ

[l(Q1) + |c1 − ck|+ l(Qk)]
)n+N+1

.

m
∏

k=1

inf
z∈Q1

M(χQk
)(z)

n+N+1
mn .

This together with (3.6) yields that

‖T ∗(a1, · · · , am)‖L∞ .

m
∏

k=1

inf
z∈Q1

M(χQk
)(z)

n+N+1
mn .

Then, for q ≥ 1, by the double condition of ω, we have

‖T ∗(a1, · · · , am)χQ∗

1
‖Lq(ω) ≤ ω(Q∗

1)
1
q ‖T ∗(a1, · · · , am)‖L∞

. ω(Q1)
1
q

m
∏

i=1

inf
z∈Q1

(M(χQi
))(z)

n+N+1
mn .

This finishes the proof of Lemma 3.2.

Now we are in the position to prove Theorem 1.3.

Proof of Theorem 1.3 By Lemma 2.4, it will suffice to fix a finite sum of (N,∞)-atoms,

fi =

N0
∑

ji=1

λi,jiai,ji

with ai,ji are (N,∞)-atoms, supp(ai, ji) ⊂ Qi,ji , and prove that

‖T ∗(f1, · · · , fm)‖Lp(ν~w) .

m
∏

i=1

∥

∥

∥

∑

ji

λi,jiχQi,ji

∥

∥

∥

Lpi (ωi)
.

Denote the smallest cube among Q∗
1,j1

, · · · , Q∗
m,jm

by Sj1,··· ,jm . Since

T ∗(f1, · · · , fm)(x) ≤
∑

j1,··· ,jm

λ1,j1 , · · · , λm,jmT ∗(a1,j1 , · · · , am,jm)(x),

we will split T ∗(f1, · · · , fm) into two terms I1(x), I2(x), where

I1(x) :=
∑

j1,··· ,jm

λ1,j1 , · · · , λm,jmT ∗(a1,j1 , · · · , am,jm)(x)χSj1 ,··· ,jm
(x)

and

I2(x) :=
∑

j1,··· ,jm

λ1,j1 , · · · , λm,jmT ∗(a1,j1 , · · · , am,jm)(x)χ(Sj1,··· ,jm )c(x).

We first estimate I1(x). Note that ν~ω ∈ A∞, one can select q > max{1, p} such that ν~ω ∈ Aq.

Invoking Lemma 3.2, we have

( 1

ν~ω(Sj1,··· ,jm)

∫

Sj1,··· ,jm

T ∗(a1,j1 , · · · , am,jm)(x)qν~ω(x)dx
)

1
q
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.

m
∏

i=1

inf
z∈Sj1,··· ,jm

M(χQi,ji)(z)
n+N+1

mn .

Thus Lemma 2.2 yields that,

‖I1‖Lp(ν~ω) .
∥

∥

∥

∑

j1,··· ,jm

m
∏

i=1

λi,ji

( 1

ν~ω(Sj1,··· ,jm)

∫

Sj1,··· ,jm

T ∗(a1,j1 , · · · , am,jm)(x)q

× ν~ω(x)dx
)

1
q

χSj1,··· ,jm

∥

∥

∥

Lp(ν~ω)

.
∥

∥

∥

∑

j1,··· ,jm

m
∏

i=1

λi,ji

(

m
∏

i=1

inf
z∈Sj1,··· ,jm

M(χQi,ji)(z)
n+N+1

mn

)

χSj1,··· ,jm

∥

∥

∥

Lp(ν~ω)

≤
∥

∥

∥

m
∏

i=1

(

∑

ji

λi,jiM(χQi,ji)
n+N+1

mn

)
∥

∥

∥

Lp(ν~ω)
.

Observe that

∥

∥

∥

m
∏

i=1

(

∑

ji

λi,jiM(χQi,ji)
n+N+1

mn

)∥

∥

∥

Lp(ν~ω)

≤
m
∏

i=1

∥

∥

∥

∑

ji

λi,jiM(χQi,ji)
n+N+1

mn

∥

∥

∥

Lpi (ωi)

=

m
∏

i=1

∥

∥

∥

(

∑

ji

M(λ
mn

n+N+1

i,ji
χQi,ji

)
n+N+1

mn

)
mn

n+N+1
∥

∥

∥

n+N+1
mn

L
pi

n+N+1
mn (ωi)

.

m
∏

i=1

∥

∥

∥

(

∑

ji

(λ
mn

n+N+1

i,ji
χQi,ji

)
n+N+1

mn

)
mn

n+N+1
∥

∥

∥

n+N+1
mn

L
pi

n+N+1
mn (ωi)

=

m
∏

i=1

∥

∥

∥

∑

ji

λi,jiχQi,ji

∥

∥

∥

Lpi(ωi)
, (3.7)

where the last second inequality follows from the assumption N ≥ mn
( rωi

pi
− 1

)

− 1+ n(m− 1)

and Lemma 2.1. Then

‖I1‖Lp(ν~ω) ≤
m
∏

i=1

∥

∥

∥

∑

ji

λi,jiχQi,ji

∥

∥

∥

Lpi(ωi)
.

Next, we estimate ‖I2‖Lp(ν~ω). By Lemma 3.1, we have

T ∗(a1,j1 , · · · , am,jm)(x)χ(Sj1 ,··· ,jm )c(x) .
m
∏

i=1

M(χQi,ji)(x)
n+N+1

mn .

Therefore

I2(x) .

m
∏

i=1

[

∑

ji

λi,jiM(χQi,ji)
n+N+1

mn (x)
]

.

Then by exploiting (3.7), we obtain

‖I2‖Lp(ν~ω) .

m
∏

i=1

∥

∥

∥

∑

ji

λi,jiχQi,ji

∥

∥

∥

Lpi(ωi)
.

Summing up the estimates of ‖I1‖Lp(ν~ω) and ‖I2‖Lp(ν~ω) completes the proof of Theorem 1.3.
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4 Proof of Theorem 1.4

This section is concerned with the proof of Theorem 1.4, which will be done by using the

following extrapolation theorem.

Theorem 4.1 Let F = {(F, f1, · · · , fm)} be a family of (m + 1)-tuples of nonnegative,

measurable functions defined on R
n. Assume that there are indices 0 < p1, · · · , pm, p < ∞ with

1
p
= 1

p1
+ · · ·+ 1

pm
such that for every ωk ∈ A1 (1 ≤ k ≤ m) and ν~ω =

m
∏

i=1

ω
p
pi

i ,

‖F‖Lp(ν~ω) . ‖f1‖Hp1 (ω1) · · · ‖fm‖Hpm (ωm),

provided that the left-hand side is finite, and where the implicit constant depends only on

p, n, [ωk]A1 . Suppose further that q(·), q1(·), · · · , qm(·) ∈ P0(R
n) with 1

q(·) = 1
q1(·)

+ · · ·+ 1
qm(·) ,

pk < (qk)− (1 ≤ k ≤ m) and each qk(·) satisfies the log-Hölder continuous condition. Then

‖F‖Lq(·) . ‖f1‖Hp1(·) · · · ‖fm‖Hpm(·)

for all (F, f1, · · · , fm) ∈ F such that the left-hand side is finite and where the implicit constant

depends only on n, qk(·).

Proof We follow the idea in [8] and extend the method in [8] to multilinear case. Denote

q(·) = q(·)
p
, pk(·) = qk(·)

pk
, where k = 1, 2, · · · ,m. Since pk < (qk)−, we have (pk)−, q− > 1.

Hence, given a nonnegative function h, we can define Rubio de Francia iteration algorithms

by:

Rkh(x) =

∞
∑

l=0

M lh(x)

2l‖M‖l
L

p′
k
(·)→L

p′
k
(·)

,

where M is the Hardy-Littlewood maximal function. By our hypothesis and (pk)− > 1, Rk

enjoys the following properties:

(1) ‖Rkh‖Lp′
k
(·) ≤ 2‖h‖

L
p′
k
(·) ;

(2) Rk(h) ∈ A1.

Now we fix (F, f1, f2, · · · , fm) ∈ F with ‖F‖Lq(·) < ∞. Then by duality,

‖F‖p
Lq(·) = ‖F p‖Lq(·) ∼ sup

‖h‖
Lq′(·)=1

∫

Rn

F (x)ph(x)dx.

As a consequence, it suffices to prove that for any h with ‖h‖Lq′(·) = 1,

∫

Rn

F (x)ph(x)dx .

m
∏

k=1

‖fk‖pHpk(·) .

For each k, since h ≤ Rk(h) and
m
∑

k=1

q′(·)
p′

k
(·)

p
pk

= 1, we have

∫

Rn

F (x)ph(x)dx .

∫

Rn

F (x)pR1(h
q′(·)

p′1(·) )(x)
p
p1 R2(h

q′(·)

p′2(·) )(x)
p
p2 dx (4.1)
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and the right-hand side is finite. Then by our hypothesis and (2), we deduce that

∫

Rn

F (x)p
m
∏

k=1

Rk(h
q′(·)

p′
k
(·) )(x)

p
pk dx

.

m
∏

k=1

(

∫

Rn

MN0fk(x)
pkRk(h

q′(·)

p′
k
(·) )(x)dx

)

p
pk
. (4.2)

By the Hölder inequality in the setting of variable Lebesgue spaces, ‖h
q′(·)

p′
k
(·) ‖

L
p′
k
(·) ≤ 1 and (1),

we have

(

∫

Rn

MN0fk(x)
pkRk(h

q′(·)

p′
k
(·) )(x)dx

)

p
pk

. ‖MN0f
pk

k ‖
p
pk

Lpk(·)‖Rk(h
q′(·)

p′
k
(·) )‖

p
pk

L
p′
k
(·)

. ‖MN0fk‖pLqk(·)‖h
q′(·)

p′
k
(·) ‖

p
pk

L
p′
k
(·)

≤ ‖fk‖pHqk(·) .

Then Theorem 4.1 follows from (4.1)–(4.2).

Proof of Theorem 1.4 Let N0 ∈ Z
+ such that

N0 > max
{⌊

n
(1

pk

− 1
)⌋

+
, 1 ≤ k ≤ m

}

.

Denote the family {(F, f1, · · · , fm)} by F . Then by the choice of N0 and Lemma 2.5, it suffices

to prove that for fk =
K0
∑

j=1

λjaj , where aj are (N0,∞)-atoms, we have

‖T ∗(f1, · · · , fm)‖Lq(·) .

m
∏

k=1

‖fk‖Hqk(·) .

To see this, we first show that ‖F‖Lp(ν~ω) and ‖F‖Lq(·) are finite, where

F = min{T ∗(f1, · · · , fm), R}χB(0,R), 0 < R < ∞.

Indeed, for weights ωk ∈ A1 (1 ≤ k ≤ m), since

N ≥ max
{⌊

mn
(1

pk

− 1
)⌋

+

}

+ (m− 1)n

and fk ∈ Hpk(ωk), we can exploit Theorem 1.3 to get that

‖F‖Lp(ν~ω) ≤ ‖T ∗(f1, · · · , fm)‖Lp(ν~ω) .

m
∏

k=1

‖fk‖Hpk (ωk) < ∞, (4.3)

where 1
p
= 1

p1
+ · · · + 1

pm
. Again by the choice of N0 and Lemma 2.5, we have fk ∈ Hqk(·).

Moreover,

‖F‖Lq(·) ≤ R‖χB(0,R)‖Lq(·) < ∞. (4.4)
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In view of (4.3)–(4.4), it follows from Theorem 4.1 that

‖F‖Lq(·) .

m
∏

k=1

‖fk‖Hqk(·) .

Finally, Fatou’s lemma in the context of variable Lebesgue space (see [9]) yields that

‖T ∗(f1, · · · , fm)‖Lq(·) =
∥

∥

∥
lim

R→∞
min{T ∗(f1, · · · , fm), R}χB(0,R)

∥

∥

∥

Lq(·)

≤ lim inf
R→∞

‖F‖Lq(·) .

m
∏

k=1

‖fk‖Hqk(·) ,

which completes the proof of Theorem 1.4.
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[22] Strömberg, J.-O and Torchinsky, A., Weighted Hardy Spaces, Springer-Verlag, Berlin, New York, 1989,
OCLC: 298624160.
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