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Abstract

A new index is constructed by use of the canonical representation of S1 × S1 group over a
product space. This index satisfies the general properties of the usual index but does not satifsy

the dimension property. As an application, two abstract critical point theorems are given.
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§1. Introduction

Let G be a compact Lie group and let {T (g)}g∈G be an isometric representation of G

over a Banach space X. An index (for {T (g)}g∈G) is a mapping from the closed invariant

subset of X into N ∪ {+∞} such that

(i) indA = 0 if and only if A = ∅;
(ii) if R:A→ B is equivariant and continuous, then indA ≤ indB;

(iii) if A is compact invariant, there is a closed invariant neighborhood N of A such that

indN = indA;

(iv) ind (A ∪B) ≤ indA+ indB for all invariant subsets A and B.

It is well known that index theories, especially Z2-index theory and S1-index theory, are

very useful in the study of the existence of the multiple critical points of the functional which

is invariant with respect to the representation of some compact Lie group G (see [1–5]).

As we know, almost every index theory constructed so far satisfies the dimension property,

that means there is a positive integer d such that ind (V dk ∩ S1) = k for all dk-dimensional

invariant subspace V dk of X such that V dk ∩FixT (G) = {0}, where S1 = {x ∈ X| ∥x∥ = 1}
and FixT (G) = {x ∈ X|T (g)x = x ∀g ∈ G}.

In this paper, we shall construct a new index for product space which does not satisfy

the dimension property.
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§2. S1xS1-Index on Product Space

Let X, Y be two complex Banach spaces and let Z = X×Y be their product space. The

element of Z is denoted by z or (x, y). The isometric representation of S1 × S1 over X × Y

is given by

T (θ1, θ2)(x, y) = (T1(θ1)x, T2(θ2)y),

where {T1(θ1)}θ1∈S1 and {T2(θ2)}θ2∈S1 are isometric representations of S1 over X and Y

respectively.

Definition 2.1. For every closed S1 × S1-invariant subset A of X × Y , define indA as

the smallest integer k such that there exist an integer n ∈ N \{0} and a continuous mapping

ϕ = (ϕ1;ϕ2) : A→ Ck × Ck satisfying the following properties:

(A1) ϕ(T (θ1, θ2)z) = (einθ1ϕ1(z); e
inθ2ϕ2(z)) for all (θ1, θ2) ∈ S1 × S1 and all z = (x, y)

∈ A;

(A2) ϕ1(z) ̸= 0 and ϕ2(z) ̸= 0 for all z ∈ A;

(A3) for each z ∈ A, there exists some j, 1 ≤ j ≤ k, such that ϕ(z) = (ϕ1(z);ϕ2(z)) ∈
Cj × Ck+1−j ;

where Cj is taken as a subspace of Ck for which the last k − l components vanish.

If such a mapping ϕ does not exist, we define indA = ∞.

Remark 2.1. The requirement (A1) of ϕ in the definition is reasonable. It is similar to

S1-index. The requirement (A2) is equivalent to

ϕ(A) ∩ ({0} × Ck ∪ Ck × {0}) = ∅,

where {0} is the origin of Ck. However, the restriction (A3) of ϕ is not obvious. In fact, it

is equivalent to

ϕ(A) ⊂
k∪

j=1

Cj × Ck+1−j .

Combining with (A2), it relates to the homology groups of the product space (X\FixT1(S1))

×(Y \ FixT2(S1)), where X = X/T1(S
1) and Y = Y/T2(S

1).

Remark 2.2. In the same way, one can define Zp × Zp-index for product space.

Theorem 2.2. The index defined as Definition 2.1 is indeed an index.

Proof. We first notice that if ϕ = (ϕ1;ϕ2) ∈ C(A,Ck × Ck) satisfies (A1), then there

exists a continuous extension ψ of ϕ over X × Y satisfying (A1). It suffices to use first

Tietze theorem to obtain a continuous extension ϕ̄ = (ϕ̄1; ϕ̄2) of ϕ over X × Y and then the

mapping ψ = (ψ1;ψ2) defined by

ψ(z) = (ψ1(z);ψ2(z)) =
1

2π

(∫ 2π

0

e−inθ1 ϕ̄1(T1(θ1)x)dθ1;

∫ 2π

0

e−inθ2 ϕ̄2(T2(θ2)y)dθ2

)
will satisfy the requirement.

We now check that the properties(i) to (iv) are satisfied.

(i) Follows directly from the definition, and (ii) is trivial.

(iii) Let N be any closed S1 × S1-invariant neighborhood of the invariant subset A.

Property (ii) implies that indA ≤ indN since the inclusion mapping is equivariant. Thus,

the result is trivial if indA = ∞. If indA = k <∞, there is a ϕ = (ϕ1;ϕ2) ∈ C(A,Ck ×Ck)
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satisfying (A1), (A2) and (A3), and hence, a continuous extension ψ = (ψ1;ψ2) of ϕ over

X × Y satisfying (A1). Since 0 ̸∈ ϕi(A) = ψi(A), and ϕi(A) is compact, i = 1, 2, there exist

a δ > 0 and a closed S1 × S1-invariant neighborhood N(A) such that

min
z∈N(A)

{∥ψ1(z)∥, ∥ψ2(z)∥} ≥ δ (2.1)

and for each z ∈ N(A) there is a z1 ∈ A satisfying

∥ψ(z)− ψ(z1)∥ <
δ

4
. (2.2)

Let Pj : Ck → Cj , j = 1, 2, · · · , k, be the canonical projections, and let χ : R+ → [0, 1]

be a continuous function such that

χ(t) =

{
0, t ≥ δ

4 ,

1, t ≤ δ
8 .

Define η = (η1; η2) : N(A) → Ck × Ck by

η1 = (ψ1,1, χ(∥P1ψ1(·)∥)ψ1,2, · · · , χ(∥Pk−1ψ1(·)∥)ψ1,k),

η2 = (ψ2,1, χ(∥P1ψ2(·)∥)ψ2,2, · · · , χ(∥Pk−1ψ2(·)∥)ψ2,k),

where (ψ1,1, · · · , ψ1,k) = ψ1, (ψ2,1, · · · , ψ2,k) = ψ2. Then η satisfies the requirements (A1),

(A2) and (A3). Obviously, (A1) is satisfied. So we need to show that (A2) and (A3) are

satisfied.

Indeed, if there exists some z ∈ N(A) such that η1(z) = 0 or η2(z) = 0, without loss

of generality, we assume that η1(z) = 0, hence we first obtain ψ1,1(z) = 0. This implies

χ(∥P1ψ1(z)∥) = 1, so ψ1,2(z) = 0. Step by step, we finally get ψ1(z) = 0, which contradicts

(2.1).

Now, we show that η satisfies (A3). In fact, for any z ∈ N(A), we will find some z1 ∈ A

such that (2.2) holds. Since ϕ = (ϕ1;ϕ2) satisfies (A3), there exists some j, 1 ≤ j ≤ k, such

that

ψ(z1) = (ψ1(z1);ψ2(z1)) = (ϕ1(z1);ϕ2(z1)) ∈ Cj × Ck+1−j . (2.3)

We claim that η(z) = (η1(z); η2(z)) is also in Cj ×Ck+1−j . Indeed, if η1(z) ̸∈ Cj , then there

exists unique i ≥ 1 such that η1(z) ∈ Cj+i, but η1(z) ̸∈ Cj+i−1. This implies

χ(∥Pj+i−1ψ1(z)∥) ̸= 0.

By the definition of χ, we have

∥Pj+i−1ψ1(z)∥ <
δ

4
. (2.4)

Combining with (2.1) and (2.3), we have

∥ψ1(z)− ψ1(z1)∥ ≥ ∥Pj+i−1(ψ1(z)− ψ1(z1))∥

= ∥Pj+i−1ψ1(z)− ψ1(z1)∥ ≥ δ − δ

4
=

3

4
δ,

which contradicts (2.2). Thus we obtain indN(A) ≤ k = indA.

(iv) If indA or indB is infinite, the result is trivial. So, assume that indA = k1, indB =
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k2 are both finite. Then there exist two integers n,m and two continuous mappings

ϕ = (ϕ1;ϕ2) : A→

 k1∪
j=1

Cj × Ck1+1−j

\(
{0} × Ck1 ∪ Ck1 × {0}

)
,

ψ = (ψ1;ψ2) : B →

 k2∪
j=1

Cj × Ck2+1−j

\(
{0} × Ck2 ∪ Ck2 × {0}

)
satisfying respectively

ϕ(T (θ1, θ2)z) = (einθ1ϕ1(z); e
inθ2ϕ2(z)), (2.5)

ψ(T (θ1, θ2)z) = (eimθ1ψ1(z); e
imθ2ψ2(z)). (2.6)

By the statement at beginning of the proof, we can assume that ϕ and ψ are extended to

A ∪B such that (2.5) and (2.6) hold.

Let χi ∈ C(A ∪B,R1), i = 1, 2 be two functions defined respectively by

χ1(z) = dist([z], B), χ2(z) = dist([z], A \B),

where [ z] denotes the T (S1×S1)-orbit of z and dist denotes the distance function. Clearly,

χ1 and χ2 are both T (S1 × S1)-invariant continuous functions. Now define ξ : A ∪ B →
Ck1+k2 × Ck1+k2 by ξ(z) = (ξ1(z); ξ2(z)), where

ξ1(z) =
(
ϕm1,1(z), · · · , ϕm1,k1

(z), χ2(z)ψ
n
1,1(z), · · · , χ2(z)ψ

n
1,k2

(z)
)
,

ξ2(z) =
(
ψn
2,1(z), · · · , ψn

2,k2
(z), χ1(z)ϕ

m
2,1(z), · · · , χ1(z)ϕ

m
2,k1

(z)
)
,

where ϕi = (ϕi,1, · · · , ϕi,k1), ψi = (ψi,1, · · · , ψi,k1), i = 1, 2.

Clearly, ξ(T (θ1, θ2)z) =
(
einmθ1ξ1(z), e

inmθ2ξ2(z)
)
. Hence ξ satisfies (A1). Now it re-

mains to show that ξ satisfies (A2) and (A3) .

(A2) For each z ∈ A ∪ B , if z ∈ A \B, then ξ1(z) ̸= 0 since ϕ1(z) ̸= 0 ; if z ̸∈ A \B,

then z ∈ B. By the definitions of χ2 and ψ, we have

χ2(z)(ψ
n
1,1(z), · · · , ψn

1,k2
(z)) ̸= 0,

which means that the last k2 components of ξ1(z) are not all zero. Similarly, we can obtain

ξ2(z) ̸= 0 for any z ∈ A ∪B.

(A3) For each z ∈ A ∪ B, we have χ1(z) = 0 or χ2(z) = 0. Here we only consider

χ1(z) = 0. In fact, if χ1(z) = 0, then z ∈ B and

ξ(z) = (ξ1(z); ξ2(z))

= (ϕm1,1(z), · · · , ϕm1,k1
(z), χ2(z)ψ

n
1,1(z), · · · , χ2(z)ψ

n
1,k2

(z);ψn
2,1(z), · · · , ψn

2,k2
(z), 0, · · · , 0)

∈
k2∪
j=1

(Ck1 × Cj)× (Ck2+1−j × {0}) ⊂
k1+k2∪
j=1

Cj × Ck1+k2+1−j .

Thus, we prove that ξ satisfies (A1), (A2) and (A3) so that ind (A∪B) ≤ k1+k2. The proof

is completed.

Proposition 2.1. The index defined as Definition 2.1 is normal, i.e., for each orbit

[z] = [(x, y)] such that x ̸∈ FixT1(S
1) and y ̸∈ FixT2(S

1), we have ind [z] = 1.

Proof. It follows directly from the definition.
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Proposition 2.2. Let V be a (k + 1)-dimensional T1(S
1)-invariant subspace of X such

that V ∩ FixT1(S
1) = {0}, and let W be an (l + 1)-dimensional T2(S

1)-invariant subspace

of Y such that W ∩ FixT2(S
1) = {0}. Then

ind ((V ∩ SX)× (W ∩ SY )) = k + l + 1,

where SX = {x ∈ X| ∥x∥ = 1} and SY = {y ∈ Y | ∥y∥ = 1}.
In order to prove this proposition, we need the following so-called S1 × S1-Borsuk-Ulam

theorem on product space (see [6]).

Lemma 2.1. Let S2k+1 and S2l+1 denote the unit sphere of Ck+1 and Cl+1 respectively.

Let T1 and T2 be representations of S1 over Ck+1 and Cl+1 respectively such that FixT1(S
1)∩

Ck+1 = {0} and FixT2(S
1) ∩ Cl+1 = {0}. Suppose that

ϕ = (ϕ1, ϕ2) : S
2k+1 × S2l+1 → Ck × Cl

is a continuous mapping satisfying

(ϕ1(T1(θ1)x, T2(θ2)y), ϕ2(T1(θ1)x, T2(θ2)y) = (einθ1ϕ1(x, y), e
inθ2ϕ2(x, y))

for all (θ1, θ2) ∈ S1 × S1 and (x, y) ∈ S2k+1 × S2l+1. Then there exists at least one orbit

[(x, y)] such that ϕ(x, y) = 0.

Proof of Proposition 2.2. It is easy to know that

ind ((V ∩ SX)× (W ∩ SY )) ≤ k + l + 1. (2.7)

Now, if we assume that

ind ((V ∩ SX)× (W ∩ SY )) = m < k + l + 1, (2.8)

then there exist an integer n and a continuous mapping ϕ = (ϕ1;ϕ2) : (V ∩SX)×(W∩SY ) →
Cm×Cm such that (A1), (A2) and (A3) hold. Since ϕ1 ̸= 0, ϕ2 ̸= 0, by the usual S1-Borsuk-

Ulam theorem, it is easy to know that m ≥ 1 + max {k, l}.
Let Pk : Cm → Ck, Pl : C

m → Cl be the canonical projections, and let P = (P1;P2).

Then

ψ = P · ϕ = (Pkϕ1;Plϕ2) : (V ∩ SX)× (W ∩ SY ) → Ck × Cl

satisfies (A1). Using Lemma 2.1, we see that there exists a point z0 ∈ (V ∩SX)× (W ∩SY )

such that ψ(z0) = (ψ1(z0);ψ2(z0)) = 0. By (A3), there exists some j, 1 ≤ j ≤ m, such that

ϕ(z0) = (ϕ1,1(z0), · · · , ϕ1,j(z0), 0, · · · , 0; ϕ2,1(z0), · · · , ϕ2,m+1−j(z0), 0, · · · , 0)
∈ Cj × Cm+1−j .

If 1 ≤ j ≤ k, then ψ1(z0) = Pkϕ1(z0) = ϕ1(z0) = 0, which contradicts (A2). Hence,

k < j ≤ m. Combining with (2.8), we have m+ 1− j ≤ k + l + 1− j ≤ l. Therefore

ψ2(z0) = Plϕ2(z0) = ϕ2(z0) = 0,

which again contradicts (A2). Thus, we get

ind ((V ∩ SX)× (W ∩ SY )) ≥ k + l + 1.

Combining with (2.7) , we finally obtain

ind ((V ∩ SX)× (W ∩ SY )) = k + l + 1.

The proof is completed.
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§3. Some Abstract Critical Point Theorems

In this section, we apply the index theory on product space to obtain two abstract critical

point theorems. One is for the constrained case and the other is for the free case. These

theorems can be applied to consider nonlinear eigenvalue problems with two parameters and

the existence of nontrivial solutions of differential equation systems.

Let X,Y be two Banach spaces and T1, T2 be two isometric representations of S1 over X

and Y respectively, and let T = (T1, T2) be the representation of S1 × S1 over Z = X × Y .

Theorem 3.1. Let M × N be a smooth T (S1 × S1)-invariant submanifold of X × Y

such that M ∩ FixT1(S
1) = ∅ and N ∩ FixT2(S

1) = ∅. Suppose that f : M ×N → R1 is a

T (S1 × S1)-invariant C1-functional satisfying P.S. condition. Define

Γm = {A ⊂M ×N |A is closed T (S1 × S1)-invariant and indA ≥ m},
cm = inf

A∈Γm

sup
z∈A

f(z), m = 1, 2, · · · .

If cm is finite, then cm is a critical value of f . Moreover, if cm = cm+j for some integer

j ≥ 1, then indKcm ≥ j + 1, where Kcm = {z ∈ M × N |f(z) = cm, ⟨f ′(z), u⟩ = 0, ∀u ∈
Tz(M ×N)} and Tz(M ×N) is the tangent space of M ×N at z.

Theorem 3.2. Let f : X × Y → R1 be a T (S1 × S1)-invariant C1-functional satisfying

P.S. condition. Set

c0 = inf
z∈(FixT1(S1)×Y )∪(X×FixT2(S1))

f(z), cm = inf
A∈Γm

sup
z∈A

f(z), m = 1, 2, · · · ,

where

Γm = {A ⊂ X × Y |A is closed T (S1 × S1)-invariant and indA ≥ m}.

If −∞ < cm < c0, then cm is a critical value of f , and the S1 × S1-orbit of critical

points of f corresponding to cm is outside of FixT1(S
1) × Y ∪ X × FixT2(S

1). Moreover,

if −∞ < cm = cm+j < c0 for some integer j ≥ 1, then there exist at least j + 1 distinct

T (S1 × S1)-orbits of critical points of f outside of (FixT1(S
1)× Y ) ∪ (X × FixT2(S

1)).

The proof of these two theorems is standard in critical point theory, so we omit it here

(see [4] for details).
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