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§1. Introduction

Discovered by R. Hide[3], the following evolution system has been used to describe the
geophysical flow:

∂u
∂t − ν∆u+ (u · ∇)u− 1

ρµ (B · ∇)B + 1
2ρµ∇(|B|2) + 1

ρ∇p = f(x, t),
∂B
∂t − λ∆B + (u · ∇)B − (B · ∇)u+ 1

µ∇q = g(x, t),

∇ · u = 0, ∇ ·B = 0,

(E.S)

where u = u(x1, · · · , xN , t) = (u1, · · · , uN ) and B = B(x1, · · · , xN , t) = (B1, · · · , BN ) are
the velocity vectors of Eulerian flow and magnetic fields respectively. p(x, t) and q(x, t) are
pressures. f(x, t) and g(x, t) are volume forces. ρ and ν are the constants of density and
viscosity of the flow respectively, µ is the constant of magnetic permeability and λ = η

µ with

electrical resistivity η.
In this paper,we will investigate the existence and uniqueness of a strong periodic solution

of the system (E.S) under boundary conditions

u(x, t) = 0, B(x, t) = 0 for (x, t) ∈ ∂Ω×R, (1.1)

where Ω is a bounded domain of RN (N = 3, 4) with smooth boundary ∂Ω. The problems
we consider are as follows: Suppose that the external forces f(x, t) and g(x, t) are periodic
in time with some period ω, then we try to prove the existence and uniqueness of a strong
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periodic solution (u,B) of the system (E.S) under the boundary conditions (1.1) with the
same period ω, i.e.,

u(x, t+ ω) = u(x, t), B(x, t+ ω) = B(x, t) for (x, t) ∈ Ω×R. (1.2)

At first, let us recollect some known results related to the initial value problems of (E.S)
together with initial data

u(x, 0) = u0(x), B(x, 0) = B0(x), x ∈ Ω. (1.3)

The global existence and uniqueness of a strong solution of the system (E.S) together with
(1.1) and (1.3) in 2D bounded domains and the local existence and uniqueness of strong
solutions in 3D bounded domain were obtained in [6,7]. The global existence and uniqueness
of a strong solution to the initial and boundary value problems of (E.S) in 3D bounded or
unbounded domains were proven under the assumptions that both initial values and external
volume forces are sufficiently small or ν, λ are sufficiently large (see [7,10] for details). Strong
periodic solutions of Navier-Stokes equations with sufficient small external forces were shown
in [4,5,8]. Our work was motivated by the above works, and we will show the unique existence
of a strong periodic solution of the system (E.S) in bounded domain Ω of RN for N = 3, 4
under some assumptions on external forces f(x, t) and g(x, t). Clearly, if q =constant and
g(x, t) = 0, the system (E.S) are the well-known MHD equations, so our results can be
applied to the MHD equations nearly without any modifications.

This paper is arranged as follows: We presente our main results and some preliminaries
in Section 2. The approximate solutions and various estimates of them are given in Section
3. In Section 4, the proofs of our main results are presented.

§2. Preliminaries and Main Results

Firstly, let us introduce some functional spaces and notations as follows: Throughout this
paper, L2(Ω), Hm(Ω) and Hm

0 (Ω) are usual Sobolev spaces[1] of vector-valued functions.
The inner product and norm in L2(Ω) are denoted by (·, ·) and ∥ · ∥ respectively. Let

Ĉ∞
0 (Ω) = {ϕ ∈ C∞

0 (Ω),∇ · ϕ = 0} and H,V be the closures of Ĉ∞
0 (Ω) in L2(Ω) and H1(Ω)

respectively.
Let P : L2(Ω) → H be the Leray projecting operator[9]. Then A = −P∆ is the well-

known Stokes operator with domain D(A) = H2(Ω)
∩

V. Since A is a positive operator with
compact inverse, there exist eigenvalues {λj} and eigenvectors {wj} (j = 1, 2, · · · ) satisfying

Awj = λjwj , 0 < λ1 ≤ λ2 ≤ · · · , lim
j→∞

λj = ∞.

Then the periodicity problem of the system (E.S) together with (1.1)–(1.2) can be formulated
as follows:

ut + νAu+ P (u · ∇)u− 1

ρµ
P (B · ∇)B = Pf,

Bt + λAB + P (u · ∇)B − P (B · ∇)u = Pg,

u(t+ ω) = u(t), B(t+ ω) = B(t).

(2.1)

Next, we introduce some functional spaces consisting of ω-periodic functions. Let X be
a Banach space, Ck(ω;X) denotes the set of X-valued ω-periodic functions on R with
continuous derivatives up to order k. The norm in Ck(ω;X) is defined as ∥f∥Ck(ω;X) =

sup
0≤t≤ω

{ k∑
i=0

∥Di
tf∥X

}
. Define Lr(ω;X) (1 ≤ r ≤ ∞) as the set of ω-periodic X-valued

measurable functions on R such that

∥f∥Lr(ω;X) =
(∫ ω

0

∥f∥rXdt
) 1

r

< ∞, if 1 ≤ r < ∞,

∥f∥L∞(ω;X) = sup
0≤t≤ω

∥f(t)∥X < ∞.
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Let W k,r(ω;X) denote the set of functions which belong to Lr(ω;X) together with their
partial derivatives with respect to t up to order k. Particularly, Hk(ω;X) = W k,2(ω;X) if
X is a Hilbert space.

Before stating our main results, we present a proposition which will be used occasionally
later.

Proposition 2.1.[2] If N ≥ 2 and 0 ≤ δ < 1
2 + N

4 , the following estimate holds with a
constant c1 = c1(δ, θ1, θ2) :

∥A−δP (u · ∇)v∥ ≤ c1∥Aθ1u∥∥Aθ2v∥, ∀u ∈ D(Aθ1), v ∈ D(Aθ2), (2.2)

with δ + θ1 + θ2 ≥ N
4 + 1

2 , θ2 + δ > 1
2 and θ1, θ2 > 0.

We need the following inequality due to Giga and Miyakawa[2]:

∥u∥Lr(Ω) ≤ c2∥Aγu∥, if
1

r
≥ 1

2
− 2γ

N
, γ ≥ 0.

Particularly, if r = N, then

∥u∥LN (Ω) ≤ c3∥Aγu∥ with γ =
N

4
− 1

2
≥ 0.

Now our main results read as follows.
Theorem 2.1. For any f(x, t), g(x, t) ∈ H1(ω;H), there exists a positive constant K0 =

K0(N) such that if M = max
(

sup
0≤t≤ω

∥f∥
L

N
2 (Ω)

, sup
0≤t≤ω

∥g∥
L

N
2 (Ω)

)
≤ K0, the problem (2.1)

has a strong ω-periodic solution (u(x, t), B(x, t)) satisfying

u(x, t), B(x, t) ∈ H2(ω;H) ∩H1(ω;D(A)) ∩ L∞(ω;D(A)) ∩W 1,∞(ω;V ).

Theorem 2.2. If M defined in above theorem is sufficiently small, the strong periodic
solution obtained in Theorem 2.1 of the problem (2.1) is unique.

§3. Approximate Solutions and Estimates of Them

Firstly, we will show the existence of approximate solutions of the problem (2.1) under
conditions in Theorem 2.1. We consider the system of ODE as follows:

(unt + νAun + P (un · ∇)un − 1

ρµ
P (Bn · ∇)Bn, wi) = (f, wi) (i = 1, · · · , n),

(Bnt + λABn + P (un · ∇)Bn − P (Bn · ∇)un, wi) = (g, wi) (i = 1, · · · , n),
un(t+ ω) = un(t), Bn(t+ ω) = Bn(t),

(3.1)

where un =
n∑

i=1

cin(t)wi, Bn(t) =
n∑

i=1

din(t)wi. Let Wn be span{w1, w2, · · · , wn}. It is well

known that for any vn(t) =
n∑

i=1

bin(t)wi, bn(t) =
n∑

i=1

rin(t)wi ∈ C1(ω;Wn), there exists a

unique ω-periodic solution (un(t), Bn(t)) ∈ C1(ω;Wn) × C1(ω;Wn) of the following linear
problem

(unt + νAun, wi) = (f − P (vn · ∇)vn +
1

ρµ
(bn · ∇)bn, wi) (i = 1, · · · , n),

(Bnt + λABn, wi) = (g − P (vn · ∇)bn + (bn · ∇)vn, wi) (i = 1, · · · , n).
(3.2)

Moreover, it is clear that the mapping F : (vn, bn) → (un, Bn) defined by (3.2) is continuous
and compact in C1(ω;Wn)×C1(ω;Wn). Thereby, we shall prove the existence of periodic so-
lutions of the problem (3.1) by applying the well-known Leray-Schauder fixed point theorem.
To apply this theorem, it is sufficient to show the following uniform boundedness

sup
0≤t≤ω

(∥un(t)∥2 +
1

ρµ
∥Bn(t)∥2) ≤ c4 (3.3)
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holds with respect to κ (0 ≤ κ ≤ 1) for all possible solutions of the following ODE

(unt + νAun, wi) = (f − κP (un · ∇)un +
κ

ρµ
P (Bn · ∇)Bn, wi) (i = 1, · · · , n),

(3.4)

(Bnt + λABn, wi) = (g − κP (un · ∇)Bn + κP (Bn cdot∇)un, wi) (i = 1, · · · , n).
(3.5)

In fact, multiplying (3.4) by cin(t) and (3.5) by 1
ρµdin(t) and then summing up over i, we

obtain

(unt, un) + ν(Aun, un) = (f − κP (un · ∇)un, un) +
κ

ρµ
(P (Bn · ∇)Bn, un),

1

ρµ
(Bnt, Bn) +

λ

ρµ
(ABn, Bn) =

1

ρµ
(g − κP (un · ∇)Bn, Bn) +

κ

ρµ
(P (Bn · ∇)un, Bn).

By summing above two equalities together and noticing that

(P (u · ∇)v, w) = −(P (u · ∇)w, v), ∀u, v, w ∈ V,

we get

1

2

d

dt
(∥un∥2 +

1

ρµ
∥Bn∥2) + ν∥∇u∥2 + λ

ρµ
∥∇Bn∥2

≤ ∥f∥
L

2N
N+2

∥un∥
L

2N
N−2

+
1

ρµ
∥g∥

L
2N

N+2
∥Bn∥

L
2N

N−2

≤ c3c(N,Ω)(∥f∥
L

N
2
∥∇un∥+

1

ρµ
∥g∥

L
N
2
∥∇Bn∥),

where c(N,Ω) = |Ω|N−2
2N and |Ω| is the volume of Ω. Then we obtain

d

dt

(
∥un∥2 +

1

ρµ
∥Bn∥2

)
+ ν∥∇u∥2 + λ

ρµ
∥∇Bn∥2 ≤ c23c(N,Ω)2M2

(1
ν
+

1

ρµλ

)
. (3.6)

Furthermore, considering the periodicity of un, Bn and integrating (3.6) over [0, ω], we have

ν

∫ ω

0

∥∇un(t)∥2dt+
λ

ρµ

∫ ω

0

∥∇Bn(t)∥2dt ≤ c23c
2(N,Ω)M2

(1
ν
+

1

ρµλ

)
ω. (3.7)

According to the following inequality[9]

∥Aαv∥ ≤ λα−β
1 ∥Aβv∥, ∀v ∈ D(Aβ) (0 ≤ α ≤ β)

and from (3.7), it follows that there exists t∗ ∈ [0, ω] such that

ν∥un(t
∗)∥2 + λ

ρµ
∥Bn(t

∗)∥2 ≤ λ−1
1 c23c

2(N,Ω)M2
(1
ν
+

1

ρµλ

)
.

By integrating (3.6) again from t∗ to t+ ω (∀t ∈ [0, ω]), we obtain

sup
0≤t≤ω

(∥un(t)∥2 +
1

ρµ
∥Bn(t)∥2) ≤ c23c

2(N,Ω)M2(2ω + β−1λ−1
1 )

(1
ν
+

1

ρµλ

)
(3.8)

with β = min(ν, λ).
Since the right-hand side of (3.8) is independent of κ, we have proven the existence of

solution (un, Bn) ∈ C1(ω;Wn) × C1(ω;Wn) according to the Leray-Schauder fixed point
theorem.

In the following, we will prove the uniform boundedness of ∥Aγun(t)∥ and ∥AγBn(t)∥
(γ = N

4 − 1
2 ) with respect to n. Firstly, we note that we can choose the bases {wi} (i =

1, 2, · · · ) such that the eigenvectors {wi} (i = 1, 2, · · · ) are also eigenvectors of Aγ(0 ≤ γ ≤ 1)
and that Awi = λiwi, Aγwi = λγ

i wi (i = 1, 2, · · · ).
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Lemma 3.1. Let (un(t), Bn(t)) be solutions of the problem (3.1). If M ≤ K0 =
min(K−2, 1) with

K = β− 1
2λ−γ

1

(1
ν
+

1

ρµλ

)
α1 + c1(β

−1 + α−1
2 )β− 1

2λ
γ− 1

2
1 c3c(N,Ω)

√
1

ν
+

1

ρµλ
,

where γ = N
4 − 1

2 , α1 = max
{(

1 + 1
2

√
1
ρµ

(
1 + λ

ν
√
ρµ

))
,
√

1
ρµ

(
1 + 1

2

(
ν + λ√

ρµ

)
ρµ
λ

)}
and

α2 = min
(
ν, λ

ρµ

)
, then the following estimate holds :

∥Aγun(t)∥2 +
1

ρµ
∥AγBn(t)∥2 ≤ β−1λ2γ−1

1 c23c
2(N,Ω)M

(1
ν
+

1

ρµλ

)
, ∀t ∈ (−∞,∞).

Proof. Multiplying the first system of equations in (3.1) with λ2γ
i cin(t)wi and the second

system of equations in (3.1) with 1
ρµλ

2γ
i din(t)wi, and then summing up over i, we obtain

(unt + νAun, A
2γun) = (f − P (un · ∇)un, A

2γun) +
1

ρµ
(P (Bn · ∇)Bn, A

2γun),

1

ρµ
(Bnt + λABn, A

2γBn) =
1

ρµ
(g − P (un · ∇)Bn, A

2γBn) +
1

ρµ
(P (Bn · ∇)un, A

2γBn).

Summing above two equalities together and noticing Proposition 2.1 yields

1

2

d

dt

(
∥Aγun∥2 +

1

ρµ
∥AγBn∥2

)
+ ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 Bn∥2

≤ c3c(N,Ω)β−1M
(
ν∥A

1+2γ
2 un∥+

λ

ρµ
∥A

1+2γ
2 Bn∥

)
+ c1(β

−1∥Aγun∥+ (ρµα2)
−1∥AγBn∥)

(
ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 Bn∥2

)
.

(3.9)

But

ν∥Aγun(t
∗)∥2 + λ

ρµ
∥AγBn(t

∗)∥2 ≤ λ2γ−1
1 (ν∥∇un(t

∗)∥2 + λ

ρµ
∥∇Bn(t

∗)∥2)

≤ λ2γ−1
1 c23c

2(N,Ω)M2
(1
ν
+

1

ρµλ

)
.

Hence, we get

∥Aγun(t
∗)∥2 + 1

ρµ
∥AγBn(t

∗)∥2 ≤ β−1λ2γ−1
1 c23c

2(N,Ω)M
(1
ν
+

1

ρµλ

)
,

by assuming M < 1. Then we can set

T ∗ = sup
{
T
∣∣∣∥Aγun(t)∥2 +

1

ρµ
∥AγBn(t)∥2

≤ β−1λ2γ−1
1 c23c

2(N,Ω)M
(1
ν
+

1

ρµλ

)
, ∀t ∈ [t∗, T )

}
.

Next we will show T ∗ = ∞. In fact, if T ∗(t∗ < T ∗) is finite, it should follow that

∥Aγun(T
∗)∥2 + 1

ρµ
∥AγBn(T

∗)∥2 = β−1λ2γ−1
1 c23c

2(N,Ω)M
(1
ν
+

1

ρµλ

)
. (3.10)

Therefore, for such a value t = T ∗, the estimates of the right-hand side of (3.9) are

c3c(N,Ω)β−1M
(
ν∥A

1+2γ
2 un∥+

λ

ρµ
∥A

1+2γ
2 Bn∥

)
≤ β− 1

2λ−γ
1

(1
ν
+

1

ρµλ

)−1

M
1
2α1

(
ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 un∥2

)
,
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c1(β
−1∥Aγun∥+ (ρµα2)

−1∥AγBn∥)
(
ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 Bn∥2

)
≤ c1(β

−1 + α−1
2 )β− 1

2λ
γ− 1

2
1 c3c(N,Ω)

√
1

ν
+

1

ρµλ
M

1
2

(
ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 Bn∥2

)
,

where (3.10) has been used.
Then we obtain

1

2

d

dt

(
∥Aγun∥2 +

1

ρµ
∥AγBn∥2

)
+ ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 Bn∥2

≤ KM
1
2

(
ν∥A

1+2γ
2 un∥2 +

λ

ρµ
∥A

1+2γ
2 Bn∥2

)
,

where K was stated in Lemma 3.1.
According to the assumptions in this lemma, it follows that

d

dt

(
∥Aγun∥2 +

1

ρµ
∥AγBn∥2

)
< 0, at t = T ∗.

Thus, in a neighborhood of t = T ∗, it follows that

∥Aγun(t)∥2 +
1

ρµ
∥AγBn(t)∥2 ≤ β−1λ2γ−1

1 c23c
2(N,Ω)M

(1
ν
+

1

ρµλ

)
for any t ∈ [T ∗, T ∗ + δ),

which implies T ∗ = ∞.
Combining it with the periodicity of (un, Bn) yields

∥Aγun(t)∥2 +
1

ρµ
∥AγBn(t)∥2 ≤ β−1λ2γ−1

1 c23c
2(N,Ω)M

(1
ν
+

1

ρµλ

)
, ∀t ∈ (−∞,∞).

Then the proof of this lemma is completed.
To prove the convergence of approximate solutions, we need give estimates of higher order

derivatives of approximate solutions. Firstly, from Lemma 3.1, we know

sup
t

∥Aγun∥, sup
t

∥AγBn(t)∥ ≤ c(M),

where γ = N
4 − 1

2 and c(M) denotes a constant depending on M and independent of n. So
we can make c(M) < c for any positive constant c if M is small enough.

Lemma 3.2. Let (un(t), Bn(t)) be the solutions of the problem (3.1) and

M0 = max
{(∫ ω

0

∥f∥2dt
) 1

2

,
(∫ ω

0

∥g∥2dt
) 1

2
}
,

M1 = max
{(∫ ω

0

∥ft∥2dt
) 1

2

,
(∫ ω

0

∥gt∥2dt
) 1

2
}
.

Then we have

sup
t

∥∇un(t)∥, sup
t

∥∇Bn(t)∥ ≤ c(M0,M), sup
t

∥unt(t)∥, sup
t

∥Bnt(t)∥ ≤ c(M0,M1,M),

sup
t

∥Aun(t)∥, sup
t

∥ABn(t)∥ ≤ c(M0,M1,M),

sup
t

∥∇unt(t)∥, sup
t

∥∇Bnt(t)∥ ≤ c(M0,M1,M),∫ ω

0

∥Aunt(t)∥2dt,
∫ ω

0

∥ABnt(t)∥2dt ≤ c(M0,M1,M),∫ ω

0

∥untt(t)∥2dt,
∫ ω

0

∥Bntt(t)∥2dt ≤ c(M0,M1,M).
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Proof. From (3.1), we obtain

(unt + νAun, Aun) = (f − P (un · ∇)un, Aun) +
1

ρµ
(P (Bn · ∇)Bn, Aun),

1

ρµ
(Bnt + λABn, ABn) =

1

ρµ
(g − P (un · ∇)Bn, ABn) +

1

ρµ
(P (Bn · ∇)un, ABn).

Summing these two equalities together yields

1

2

d

dt

(
∥∇un∥2 +

1

ρµ
∥∇Bn∥2

)
+ ν∥Aun∥2 +

λ

ρµ
∥ABn∥2

≤ ∥f∥∥Aun∥+
1

ρµ
∥g∥∥ABn∥+ c1c(M)

(
∥Aun∥2 +

1

ρµ
∥ABn∥2

)
,

(3.11)

where we have used Proposition 2.1 and Lemma 3.1.
By integrating (3.11) over [0, ω], we get∫ ω

0

(
ν∥Aun∥2 +

λ

ρµ
∥ABn∥2

)
dt ≤ 2M0β

−1
(∫ ω

0

(ν∥Aun∥2 +
λ

ρµ
∥ABn∥2)dt

) 1
2

+ c1c(M)β−1

∫ ω

0

(
ν∥Aun∥2 +

λ

ρµ
∥ABn∥2

)
dt.

Choosing M sufficiently small such that c1c(M)β−1 < 1, we obtain∫ ω

0

(
ν∥Aun∥2 +

λ

ρµ
∥ABn∥2

)
dt ≤ c(M0,M). (3.12)

Due to (3.12), there exists t∗1 ∈ [0, ω] such that

ν∥∇un(t
∗
1)∥2 +

λ

ρµ
∥∇Bn(t

∗
1)∥2 ≤ λ−1

1

(
ν∥Aun(t

∗
1)∥2 +

λ

ρµ
∥ABn(t

∗
1)∥2

)
≤ λ−1

1 ω−1c(M0,M).

Integrating (3.11) from t∗1 to t+ ω(∀t ∈ [0, ω]) easily yields

sup
t

∥∇un(t)∥, sup
t

∥∇Bn(t)∥ ≤ C(M0,M). (3.13)

Similarly, from (3.1) it follows that

(unt + νAun, unt) = (f − P (un · ∇)un, unt) +
1

ρµ
(P (Bn · ∇)Bn, unt),

1

ρµ
(Bnt + λABn, Bnt) =

1

ρµ
(g − P (un · ∇)Bn, Bnt) +

1

ρµ
(P (Bn · ∇)un, Bnt).

Summing them together and noticing Lemma 3.1 and (3.13) we have

∥unt∥2 +
1

ρµ
∥Bnt∥2 +

d

dt
(ν∥∇un∥2 +

λ

ρµ
∥∇Bn∥2)

≤ ∥f∥2 + 1

ρµ
∥g∥2 + c(M0,M)(∥∇unt∥+ ∥∇Bnt∥).

(3.14)

Integrating this inequality over [0, ω] gives∫ ω

0

(
∥unt∥2 +

1

ρµ
∥Bnt∥2

)
dt

≤
(
1 +

1

ρµ

)
M2

0 + C(M0,M)

∫ ω

0

(√
ν∥∇unt∥+

√
λ

ρµ
∥∇Bnt∥

)
dt.

(3.15)

Differentiating the first two systems of equations in (3.1) with respect to t and multiplying
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them by c′in(t) and
1
ρµd

′
in(t) defined in (3.1) respectively, and summing up over i, we have

1

2

d

dt

(
∥unt∥2 +

1

ρµ
∥Bnt∥2

)
+ ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

= (ft − P (unt · ∇)un, unt) +
1

ρµ

[
(P (Bnt · ∇)Bn, unt)

+ (P (Bnt · ∇)un, Bnt) + (gt − P (unt · ∇)Bn, Bnt)
]
.

Noticing Proposition 2.1 and the following interpolation inequality

∥Aσv∥ ≤ c4∥Aγ1v∥σ1∥Aγ2v∥1−σ1 , ∀v ∈ D(Aγ2)

with σ = γ1σ1 + γ2(1− σ1), 0 < γ1 < σ < γ2 (σ1 ≥ 0), we get

1

2

d

dt

(
∥unt∥2 +

1

ρµ
∥Bnt∥2

)
+ ν∥∇unt∥2 +

λ

ρµ
∥Bnt∥2

≤ 1

2νλ1
∥ft∥2 +

ν

2
∥∇unt∥2 +

1

2ρµλλ1
∥gt∥2

+
λ

2ρµ
∥∇Bnt∥2 + c2c3c4∥∇un∥∥unt∥1−2γ∥∇unt∥1+2γ

+
c2c3c4
ρµ

(∥∇Bn∥∥Bnt∥1−2γ∥∇Bnt∥2γ∥∇unt∥

+ ∥∇Bn∥∥unt∥1−2γ∥∇unt∥2γ∥∇Bnt∥+ ∥∇un∥∥Bnt∥1−2γ∥∇Bnt∥1+2γ).

(3.16)

In a similar way, we get∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt

≤ λ−1
1 (ν−1 + (ρµλ)−1)M2

1 + 2c2c3c4c(M0,M)

∫ ω

0

∥unt∥1−2γ∥∇unt∥1+2γdt

+
2c2c3c4

ρµ
c(M0,M)

(∫ ω

0

∥Bnt∥1−2γ∥∇Bnt∥2γ∥∇unt∥dt

+

∫ ω

0

∥unt∥1−2γ∥∇unt∥2γ∥∇Bnt∥dt+
∫ ω

0

∥Bnt∥1−2γ∥∇Bnt∥1+2γdt
)
.

(3.17)

Now since γ = 1
4 for N = 3, we see that (3.17) implies∫ ω

0

(ν∥∇unt∥2 +
λ

ρµ
∥∇Bnt∥2)dt

≤ c(M1) + c(M0,M)
[( ∫ ω

0

∥unt∥2dt
) 1

4
(∫ ω

0

∥∇unt∥2dt
) 3

4

+
(∫ ω

0

∥Bnt∥2dt
) 1

4
(∫ ω

0

∥∇unt∥2dt
) 1

4
(∫ ω

0

∥∇Bnt∥2dt
) 1

2

+
(∫ ω

0

∥Bnt∥2dt
) 1

4
(∫ ω

0

∥∇Bnt∥2dt
) 1

4
(∫ ω

0

∥∇unt∥2dt
) 1

2

+
(∫ ω

0

∥Bnt∥2dt
) 1

4
(∫ ω

0

∥∇Bnt∥2dt
) 3

4
]

≤ c(M1) + c(M0,M)
[ ∫ ω

0

(∥unt∥2 +
1

ρµ
∥Bnt∥2

)
dt
] 1

4
[ ∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt
] 3

4

.
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Noticing (3.15), we know∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt ≤ c(M1) + c(M0,M)

(∫ ω

0

(
ν∥∇unt∥2

+
λ

ρµ
∥∇Bnt∥2

)
dt
) 3

4

+ c(M0,M)
(∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt
) 7

8

,

which implies the boundedness∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt ≤ c(M0,M1,M).

On the other hand, γ = 1
2 for N = 4, from (3.17) it follows that∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt ≤ c(M1) + c(M0,M)

∫ ω

0

(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
dt.

(3.18)
We can choose M0,M sufficiently small such that c(M0,M) < 1. Then from (3.18) we get∫ ω

0

(ν∥∇unt∥2 +
λ

ρµ
∥∇Bnt∥2)dt ≤ c(M0,M1,M). (3.19)

Hence, there exists t∗2 ∈ [0, ω] such that

ν∥unt(t
∗
2)∥2 +

λ

ρµ
∥Bnt(t

∗
2)∥2 ≤ λ−1

1 ω−1c(M0,M1,M). (3.20)

Consequently, integrating (3.16) from t∗2 to t+ ω (∀t ∈ [0, ω]) yields

sup
t

∥unt∥, sup
t

∥Bnt∥ ≤ c(M0,M1,M). (3.21)

Similarly, from (3.1) we have

(unt + νAun, Aun) = (f − P (un · ∇)un, Aun) +
1

ρµ
(P (Bn · ∇)Bn, Aun),

(Bnt + λABn, ABn) = (g − P (un · ∇)Bn, ABn) + (P (Bn · ∇)un, ABn).

But

∥P (un · ∇)un∥ ≤ c1∥Aγun∥∥Aun∥ ≤ c1c(M)∥Aun∥,
∥P (Bn · ∇)Bn∥ ≤ c1c(M)∥ABn∥, ∥P (un · ∇)Bn∥ ≤ c1c(M)∥ABn∥,
∥P (Bn · ∇)un∥ ≤ c1c(M)∥Aun∥.

Due to the above inequalities and Holder inequality, it follows that

ν∥Aun∥+
λ

ρµ
∥ABn∥ ≤ c(M0,M1,M) + c1c(M)

(
ν∥Aun∥+

λ

ρµ
∥ABn∥

)
.

We can choose M sufficiently small such that c1c(M) < 1. Thus we obtain

sup
t

∥Aun∥, sup
t

∥ABn∥ ≤ c(M0,M1,M).

Differentiating the first two systems of equations in (3.1) with respect to t and taking scalar
product in H with Aunt and 1

ρµABnt respectively, and then summing them together and
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noticing the interpolation inequality in Section 1, we get

d

dt

(
∥∇unt∥2 +

1

ρµ
∥∇Bnt∥2

)
+ ν∥Aunt∥2 +

λ

ρµ
∥ABnt∥2

≤ c(M1) + c(M0,M1,M)
[
∥∇unt∥∥Aunt∥+

1

ρµ
(∥∇Bnt∥∥Aunt∥+ ∥∇unt∥∥ABnt∥

+ ∥∇Bnt∥∥ABnt∥)
]
+ c(M,M0)

[
∥Aγ+ 1

2unt∥∥Aunt∥+
1

ρµ
(∥Aγ+ 1

2Bnt∥∥Aunt∥

+ ∥Aγ+ 1
2Bnt∥∥ABnt∥+ ∥Aγ+ 1

2unt∥∥ABnt∥)
]
. (3.22)

As for the estimate (3.22), if N = 3, we know

d

dt

(
∥∇unt∥2 +

1

ρµ
∥∇Bnt∥2

)
+ ν∥Aunt∥2 +

λ

ρµ
∥ABnt∥2

≤ c(M1) + c(M0,M1,M)
[
∥∇unt∥∥Aunt∥+

1

ρµ
(∥∇Bnt∥∥Aunt∥+ ∥∇unt∥∥ABnt∥

+ ∥∇Bnt∥∥ABnt∥)
]
+ c(M,M0)

[
∥∇unt∥

1
2 ∥Aunt∥

3
2 +

1

ρµ
(∥∇Bnt∥

1
2 ∥ABnt∥

1
2 ∥Aunt∥

+ ∥∇Bnt∥
1
2 ∥ABnt∥

3
2 + ∥∇unt∥

1
2 ∥Aunt∥

1
2 ∥ABnt∥)

]
.

(3.23)
If N = 4, we have

d

dt

(
∥∇unt∥2 +

1

ρµ
∥∇Bnt∥2

)
+ ν∥Aunt∥2 +

λ

ρµ
∥ABnt∥2

≤ c(M1) + c(M0,M1,M)
[
∥∇unt∥∥Aunt∥+

1

ρµ
(∥∇Bnt∥∥Aunt∥+ ∥∇unt∥∥ABnt∥

+ ∥∇Bnt∥∥ABnt∥)
]
+ c(M,M0)

[
∥Aunt∥2 +

1

ρµ
(2∥ABnt∥∥Aunt∥+ ∥ABnt∥2)

]
.

(3.24)

Applying Young inequality in (3.23)–(3.24) yields

d

dt

(
∥∇unt∥2 +

1

ρµ
∥∇Bnt∥2

)
+

ν

2
∥Aunt∥2 +

λ

2ρµ
∥ABnt∥2

≤ c(M1) + c2(M0,M1,M)
(
ν∥∇unt∥2 +

λ

ρµ
∥∇Bnt∥2

)
.

(3.25)

Integrating (3.25) over [0, ω] and noticing (3.19),we know

sup
t

∫ ω

0

(
ν∥Aunt∥2 +

λ

ρµ
∥ABnt∥2

)
dt ≤ c(M0,M1,M). (3.26)

Hence, sup
t

∫ ω

0
∥Aunt∥2dt, sup

t

∫ ω

0
∥ABnt∥2dt ≤ c(M0,M1,M). From (3.26) it follows that

there exists t∗3 ∈ [0, ω] such that ν∥Aunt(t
∗
3)∥2 + λ

ρµ∥ABnt(t
∗
3)∥2 ≤ ω−1c(M0,M1,M). Thus

we know ν∥∇unt(t
∗
3)∥2+ λ

ρµ∥∇Bnt(t
∗
3)∥2 ≤ λ−1

1 ω−1c(M0,M1,M). By integrating (3.25) from

t∗3 to t + ω (∀t ∈ [0, ω]) we get sup
t

∥∇unt∥, sup
t

∥∇Bnt∥ ≤ c(M0,M1,M). Furthermore,
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from (3.1),we have

(untt + νAunt, untt) = (ft − P (unt · ∇)un − P (un · ∇)unt, untt)

+
1

ρµ
(P (Bnt · ∇)Bn + P (Bn · ∇)Bnt, untt),

(Bntt + λABnt, Bntt) = (gt − P (unt · ∇)Bn − P (un · ∇)Bnt, Bntt)

+ (P (Bnt · ∇)un + P (Bn · ∇)unt, Bntt).

(3.27)

Due to (3.27) it follows that

∥untt∥2 ≤ 2ν∥Aunt∥2 + 2∥ft∥2 + 4c22c
2
3(∥∇unt∥2∥Aun∥2 + ∥Aun∥2∥Aunt∥2

+ ||∇Bnt∥2∥ABn∥2 + ∥ABn∥2∥Aunt∥2) +
3

4
∥untt∥2.

Hence, from the results obtained as above, we get
∫ ω

0
∥untt∥2dt ≤ c(M0,M1,M). Similarly,∫ ω

0
∥Bntt∥2dt ≤ c(M0,M1,M). Lemma 3.2 is proven.

§4. Proofs of Main Results

Proof of Theorem 2.1. Due to the estimates obtained in Lemma 3.1 and Lemma
3.2, standard compactness arguments show that there exists a subsequence {un(t), Bn(t)}
converging to functions {u(t), B(t)} in the following ways:

un → u, Bn → B weakly-star in L∞(ω;D(A)),

un → u, Bn → B strongly in L∞(ω;V ),

unt → ut, Bnt → Bt weakly-star in L∞(ω;V ),

unt → ut, Bnt → Bt strongly in L∞(ω;H),

(4.1)

and the function {u(t), B(t)} satisfies

u(t), B(t) ∈ H2(ω;H) ∩H1(ω;D(A)) ∩ L∞(ω;D(A)) ∩W 1,∞(ω;V ).

Since the first three convergence results in (4.1) are evident, it is sufficient to show the last
convergence result in (4.1). In fact, the sequences |(unt(t), wi), |(Bnt(t), wi)| (n = i, i+1, · · · )
are uniformly bounded and equicontinuous. Let 0 ≤ h ≤ ω. Then

|(unt(t+ h)− unt(t), wi)| ≤ c(M0,M1,M)|h| 12 ∥wi∥,

|(Bnt(t+ h)−Bnt(t), wi)| ≤ c(M0,M1,M)|h| 12 ∥wi∥,

where the wi(i = 1, 2, 3, · · · ) is the complete orthonormal system in H consisting of the
eigenvectors of A as mentioned above. Therefore, using the diagonal process we can finally
select a subsequence {unt(t), Bnt(t)} which converges weakly and uniformly with respect to
t ∈ [0, ω] to two elements in H. Furthermore, considering the boundedness of ∥∇unt∥ and
∥∇Bnt∥ in Lemma 3.2, we obtain all of the convergence results in (4.1).

Next, considering the lemmas in Section 3, we show that P (u ·∇)u, P (u ·∇)B, P (B ·∇)u,



396 CHIN. ANN. OF MATH. Vol.22 Ser.B

P (B · ∇)B are well defined and

∥P (un · ∇)un − P (u · ∇)u∥ ≤ ∥P ((un − u) · ∇)un∥+ ∥P (u · ∇)(un − u)∥

≤ c1

[
∥Aγ+ 1

4 (un − u)∥∥A 3
4un∥+ ∥Aγ+ 1

4u∥∥A 3
4 (un − u)∥

]
≤ c(M0,M)

[
∥un − u∥ 3

4−γ + ∥un − u∥ 1
4

]
→ 0 as n → ∞ uniformly with respect to t,

∥P (un · ∇)Bn − P (u · ∇)B∥ ≤ ∥P ((un − u) · ∇)Bn∥+ ∥P (u · ∇)(Bn −B)∥

≤ c1

[
∥Aγ+ 1

4 (un − u)∥∥A 3
4un∥+ ∥Aγ+ 1

4u∥∥A 3
4 (Bn −B)∥

]
≤ c(M0,M)

[
∥un − u∥ 3

4−γ + ∥Bn −B∥ 1
4

]
→ 0 as n → ∞ uniformly with respect to t.

Similarly,

∥P (Bn · ∇)Bn − P (B · ∇)B∥ → 0 as n → ∞ uniformly with respect to t,

∥P (Bn · ∇)un − P (B · ∇)u∥ → 0 as n → ∞ uniformly with respect to t.

Consequently, we know(
ut + νAu+ P (u · ∇)u− 1

ρµ
P (B · ∇)B,wi

)
= (f, wi),(

Bt + λAB + P (u · ∇)B − P (B · ∇)u,wi

)
= (f, wi),

where i = 1, 2, · · · and t ∈ (−∞,∞). Since {wi}(i = 1, 2, · · · ) are complete bases of H
and f, g ∈ H, we know that the equations (2.1) hold. Then the proof of Theorem 2.1 is
completed.

Proof of Theorem 2.2 Let (ui, Bi)(i = 1, 2) be two solutions of the problem (2.1) and
w = u1 − u2, b = b1 − b2. Then we know

wt + νAw + P (w · ∇)u1 + P (u2 · ∇)w − 1

ρµ
P (b · ∇)B1 −

1

ρµ
P (B2 · ∇)b = 0,

bt + λAb+ P (w · ∇)B1 + P (u2 · ∇)b− P (b · ∇)u1 − P (B2 · ∇)w = 0.
(4.2)

By taking scalar product in H of the first equality in (4.2) with w and of the second equality
in (4.2) with 1

ρµb, we get

1

2

d

dt

(
∥w∥2 + 1

ρµ
∥b∥2

)
+ ν∥∇w∥2 + λ

ρµ
∥∇b∥2

= (A−γP (w · ∇)w,Aγu1)−
1

ρµ

[
(A−γP (b · ∇)w,AγB1)

− (A−γP (w · ∇)b, AγB1b) + (A−γP (b · ∇)b, Aγu1)
]

≤ c1∥∇w∥2∥Aγu1∥+
c1
ρµ

[
2∥∇b∥∥∇w∥∥AγB1∥+ ∥∇b∥2∥Aγu1∥

]
≤ c1c(M)

(
ν∥∇w∥2 + λ

ρµ
∥∇b∥2

)
.

We can choose M sufficiently small such that c1c(M) < 1. Then it follows that

d

dt

(
∥w∥2 + 1

ρµ
∥b∥2

)
≤ 2βλ1(c1c(M)− 1)

(
∥w∥2 + 1

ρµ
∥b∥2

)
= −L

(
∥w∥2 + 1

ρµ
∥b∥2

)
,

where L = 2β(1− c1c(M))λ1 > 0. Hence, it follows that

∥w(t)∥2 + 1

ρµ
∥b(t)∥2 ≤ (∥w(0)∥2 + 1

ρµ
∥b(0)∥2) exp(−Lt),∀t ∈ (0,∞).
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Since w(t), b(t) are periodic in time t for any t ∈ (−∞,∞), there exists a positive integer n0

such that t+ n0ω > 0 and

∥w(t)∥2 + 1

ρµ
∥b(t)∥2 = ∥w(t+ n0ω)∥2 +

1

ρµ
∥b(t+ n0ω)∥2.

Hence, it follows that

∥w(t)∥2 + 1

ρµ
∥b(t)∥2 ≤

(
∥w(0)∥2 + 1

ρµ
∥b(0)∥2

)
exp(−Lnω) (n > n0),

which implies ∥w(t)∥ = 0 and ∥b(t)∥ = 0. The proof of Theorem 2.2 is completed.
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