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INVOLVING HOMOGENEOUS FUNCTIONS
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Abstract

The authors compute the quasiconvex envelope of certain functions defined on the space
Mmn of real m×n matrices via a homogeneous function on Mmn. They also deduce invariance

properties for various convex envelopes from corresponding invariance properties satisfied by a
function. Some applications related in particular to nonlinear elasticity are given.
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§1. Introduction

We denote by Mmn the space of real m × n matrices. Let W be a function defined on

Mmn with values in R and Ω be a bounded domain in Rn. The basic problem of the Calculus

of Variations consists in minimizing such energy functionals as

I(u) =

∫
Ω

W (∇u(x))dx, (1.1)

where u is a mapping from Ω into Rm belonging to some subset of a Sobolev space. In

this context, ∇u designates the gradient of u, i.e., the m × n matrix with components

(∇u)ij =
∂ui

∂xj
, where u1, · · · , um are the Cartesian components of u.

In applications to problems in ContinuumMechanices, in particular in nonlinear elasticity,

the mapping u represents a deformation of a given body occupying the domain Ω in its

reference configuration, ∇u is the deformation gradient of u and W is the stored energy

function of a hyperelastic material of which the body is assumed to be made. Naturally,

appropriate boundary conditions and loading terms must be added to give rise to an actual

equilibrium problem.

As a general rule, without additional convexity assunptions on W , the functional I is

not weakly lower semicontinuous on Sobolev spaces. The direct method of the Calculus of
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Variations thus does not apply to minimize (1.1). One of the ways of getting around this

difficulty is to turn to the so-called relaxed problem, which in this case consists in minimizing

the relaxed energy

Ī(u) =

∫
Ω

QW (∇u(x))dx, (1.2)

where QW denotes the quasiconvex envelope of W (see [11]).

For the reader’s convenience, we recall below the various convexity notions that are rele-

vant in the vectorial case of the Calculus of Variations (see [11] again).

Let τ(m,n) be the number of all minors of an m×n matrix F and M(F ) be the vector of

all such minors. A function W : Mmn → R is said to be polyconvex if there exists a convex

function Ŵ : Rτ(m,n) → R such that for all matrices F ,

W (F ) = Ŵ (M(F )). (1.3)

A function W : Mmn → R is said to be quasiconvex if

W (F ) ≤ 1

|Ω|

∫
Ω

W (F +∇v(x))dx (1.4)

for all matrices F , any bounded domain Ω ⊂ Rn and all functions v ∈ W 1,∞
0 (Ω;Rm).

A function W : Mmn → R is said to be rank-one-convex if for all couples of matrices

(F,G) such that rank(F −G) ≤ 1 and all λ ∈ [0, 1],

W (λF + (1− λ)G) ≤ λW (F ) + (1− λ)W (G). (1.5)

Quasiconvexity was introduced by Morrey[16] as a necessary and sufficient condition for

the weak lower semicontinuity of I over Sobolev spaces, under appropriate assumptions

of growth and bound below. Morrey also proved that rank-one-convexity is a necessary

condition for such weak lower semicontinuity. Polyconvexity was introduced by Ball[1] to

solve existence questions in nonlinear elasticity, for which the growth conditions required

by Morrey’s theorem are not satified. In particular, using polyconvexity, certain energy

densities W that take the value +∞ become amenable.

It is well-known that, in the finite-valued case,

W convex =⇒ W polyconvex =⇒ W quasiconvex =⇒ W rank-one-convex (1.6)

and that the reverse implication are false in general, except when m = 1 or n = 1, which is

to say in the scalar case, because all the above convexity notions are then equivalent.

Associated with these notions are corresponding convex, polyconvex, quasiconvex and

rank-one-convex envelopes defined by

CW = sup{Z;Z convex and Z ≤ W},
PW = sup{Z;Z polyconvex and Z ≤ W},
QW = sup{Z;Z quasiconvex and Z ≤ W},
RW = sup{Z;Z rank-one-convex and Z ≤ W}.

In view of (1.6), we obviously have

CW ≤ PW ≤ QW ≤ RW ≤ W. (1.7)

Clearly, the four envelopes coincide when RW happens to convex.
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The relationship between the quasiconvex envelope and the relaxed energy functional is

that minimizing sequences for the original energy (1.1) weakly converge to minimizers of the

relaxed functional (1.2) under appropriate technical assumptions (see [11]). The converse is

also true in the sense that all minimizers of (1.2) are weak limits of a minimizing sequence

for (1.1). One of the goals of this article is to compute the quasiconvex envelope of certain

functions W which depend on the gradient through a homogeneous function. The main

tool is a rank-one decomposition result for matrices adapted to such functions. Another

goal is to derive invariance properties for the various envelopes from similar invariance

properties satified by the function. Examples of such invariances are homogeneity, frame

indifference and isotropy. These results are applied to a selection of examples, among which

are a generalization of the James-Ericksen stored energy function and a question arising in

a multiple well problem. Both examples are relevant in the study of phase transitions in

crystals. Let us note that the explicit computation of quasiconvex envelopes is a difficult

problem in general (see [3,4,5,7,6,15] for a few examples).

§2. Decomposition Results for Matrices

In this section, we denote by Ψ a continuous homogeneous function of degree p > 0

defined on Mmn,

Ψ : Mmn → R, Ψ(tF ) = tpΨ(F )

for all F in Mmn and all t ≥ 0.

Theorem 2.1. Let us consider F ∈ Mmn and α ∈ R such that Ψ(F ) ≤ α. Assume that

there exists a ∈ Rm and b ∈ Rn satisfying Ψ(a ⊗ b) > 0 and Ψ(−a ⊗ b) > 0. Then there

exists λ ∈ [0, 1] and B,C ∈ Mmn such that

F = λB + (1− λ)C, (2.1)

rank{B − C} ≤ 1, (2.2)

Ψ(B) = Ψ(C) = 0. (2.3)

Proof. For all t ≥ 0, let us set Bt = F + ta⊗ b. Clearly, Ψ(B0) = Ψ(F ) ≤ α. Since Ψ is

continuous and homogeneous, and since Ψ(a⊗ b) > 0, we have

lim
t→+∞

Ψ(Bt) = lim
t→+∞

tpΨ
(F
t
+ a⊗ b

)
= +∞.

Therefore, by continuity we can select t0 ≥ 0 such that

Ψ(Bt0) = α.

If t0 = 0, we are done. Let us assume that t0 > 0 and let us now set Cs = F − st0
1−sa⊗ b

for 0 ≤ s < 1. Again, we have Ψ(C0) = Ψ(F ) ≤ α. Furthermore,

lim
s→1−

Ψ(Cs) = lim
s→1−

( st0
1− s

)
Ψ
(1− s

st0
F − a⊗ b

)
= +∞.

By continuity, we can select s0 ∈ [0, 1] such that

Ψ(Cs0) = α.

Consequently, if we set

λ = s0, B = Bt0 , C = Cs0 ,
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the result follows at once.

Remark 2.1. If Ψ is assumed to be positively homogeneous, that is to say, if Ψ(tF ) =

|t|pΨ(F ) for all F ∈ Mmn and t ∈ R, then condition Ψ(−a⊗ b) > 0 becomes redundant.

Remark 2.2. If we do not assume Ψ to be homogeneous, then condition Ψ(±a⊗ b) > 0

in Theorem 2.1 may be replaced by Ψ(G) → +∞ when l(G) → ±∞ and l is a linear form

on Mmn such that l(a⊗ b) > 0. With the choice l(G) = tr(GTa⊗ b) for example, this means

that the function Ψ is assumed to be coercive in the direction of some rank one matrix.

Theorem 2.2. Let Ψ be a continuous homogeneous function of degree p > 0. Let us

consider F ∈ Mmn and α ∈ R such that Ψ(F ) ̸= α. Assume there exist a ∈ Rm, b ∈ Rn

satisfying Ψ(a⊗ b) > 0 and Ψ(−a⊗ b) > 0 and c ∈ Rm, d ∈ Rn satisfying Ψ(c⊗ d) < 0 and

Ψ(−c⊗ d) < 0. Then there exists λ ∈ [0, 1] and B,C ∈ Mmn such that

F = λB + (1− λ)C, (2.4)

rank{B − C} ≤ 1, (2.5)

Ψ(B) = Ψ(C) = α. (2.6)

Proof. Assume first that Ψ(F ) < α. Then Theorem 2.1 applies directly.

Next, assume that Ψ(F ) > α. Let us introduce the function Φ : Mmn → R defined

by Φ(F ) = −Ψ(F ). Then Φ is a homogeneous function, Φ(F ) < −α, Φ(c ⊗ d) > 0 and

Φ(−c⊗ d) > 0. We again apply Theorem 2.1 to get the result.

Let us now consider Θ : Rm × Rm × · · · × Rm → Rp an antisymmetric n-linear function,

and denote by Θ̂ the function defined on Mmn by Θ(F ) = Θ̂(F 1, · · · , Fn), where F j is the

j-th column of the matrix F .

Theorem 2.3. Let Ψ be a continuous homogeneous function of degree p > 0. Let us

consider F ∈ Mmn and α ∈ R such that Ψ(F ) ≤ α. Assume there exist j ∈ {1, · · · , n} and

b ∈ Rn satisfying

Ψ(F j ⊗ b) > 0, Ψ(−F j ⊗ b) > 0 and bj = 0, (2.7)

where bj denotes the j-th component of the vector b. Then there exists λ ∈ [0, 1] and

B,C ∈ Mmn such that

F = λB + (1− λ)C, (2.8)

rank{B − C} ≤ 1, (2.9)

Ψ(B) = Ψ(C) = α, (2.10)

Θ(B) = Θ(C) = Θ(F ). (2.11)

Proof. This is similar to the proof of Proposition 2.1 in [5]. It suffices to observe that

the k-th column of F j ⊗ b is either 0 if k = j or a scalar multiple of F j if k ̸= j.

Remark 2.3. If m = n, we can take Θ(F ) = detF . If m = n + 1, we can take

Θ(F ) = adjnF.

Let us now turn to a slightly different type of decomposition result.

Theorem 2.4. Let U be any open, convex, strict subset of Mmn. Assume that U is not

a half-space. Then for all F ∈ U , there exist two matrices B,C and a scalar λ ∈ [0, 1] such

that

(B,C) ∈ (∂U)2, F = λB + (1− λ)C and rank(B − C) ≤ 1.
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Proof. By translating by −F , we can always assume that 0 ∈ U and we just need

to decompose the zero matrix. Let us first recall the following facts concerning the gauge

function of a convex set. Let U ⊂ Mmn be an open, convex set such that 0 ∈ U. For

F ∈ Mmn, define

PU (F ) = inf{α > 0, α−1F ∈ U}.
It is well known that

∀t > 0, ∀F ∈ Mmn, PU (tF ) = tPU (F )

(note that we do not assume U = −U),

∀F,G ∈ Mmn, PU (F +G) ≤ PU (F ) + PU (G),

and

U = {F ∈ Mmn; PU (F ) < 1} and U = {F ∈ Mmn; PU (F ) ≤ 1},
so that

∂U = {F ∈ Mmn; PU (F ) = 1}.
The function PU is a homogeneous function of degree one. We claim that there exists a

rank-one matrix a⊗b such that P (a⊗b) > 0 and P (−a⊗b) > 0. This is equivalent to saying

that there is a straight line Ra ⊗ b whose intersection with U is bounded. Indeed, since U

is not a half-space, it is included in the intersection of two distinct half-spaces bounded by

two affine hyperplanes H1 and H2. To prove the claim, it thus suffices to see that there is

such a straight line that intersects both H1 and H2.

We argue by contradiction and assume that every straight line of the form Ra⊗b intersects

at most one of the hyperplanes. Then, all rank-one matrices must belong to the union of the

vector hyperplances H̃1 and H̃2 associated with H1 and H2. Two cases must be considered.

Assume first that H1 and H2 are parallel. Then H̃1 = H̃2 and the set of rank-one matrices

is included in H̃1. Now this is impossible since the convex hull of this set is Mmn.

Assume next that H1 and H2 intersect on a set of codimension 2. Let l1 be a nonzero

linear form whose kernel is H̃1. Without loss of generality, consider a rank-one matrix such

that a ⊗ b ∈ H̃1 and a ⊗ b /∈ H̃1 ∩ H̃2. Then, for d ∈ Rm arbitrary but small, we must

have l((a+ d)⊗ d)⊗ b) = l(d⊗ b) = 0. Therefore, by linearity, l(d⊗ b) = 0 for all d ∈ Rm.

Similarly, for all e ∈ Rn, we have l(a⊗ e) = 0. Now, again for d and e small, we must have

l((a+d)⊗ (b+e)) = l(d⊗e) = 0, whence by linearity l(d⊗e) = 0 for all d ∈ Rm and e ∈ Rn.

In other words, we find again that the set of rank-one matrices is included in H̃1, which is

impossible as seen above.

We conclude the proof by applying Theorem 2.1 with F = 0, Ψ = PU and α = 1.

Remark 2.4. Note that the theorem is evidently false if U is a half-space.

Theorem 2.4 does not apply as is to non open convex sets. It nonetheless has the following

simple corollary.

Corollary 2.1. Let U be any convex, strict subset of Mmn, E the minimal affine subspace

of Mmn containing U and Ẽ the associated vector space. Assume that U is not a half-space

of E and that the convex hull of the set of rank-one matrices in Ẽ is Ẽ. Then for all F ∈ U,

there exist two matrices B,C and a scalar λ ∈ [0, 1] such that

(B,C) ∈ (∂U)2, F = λB + (1− λ)C and rank(B − C) ≤ 1,
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where U and ∂U denote respectively the closure and boundary of U with respect to the

topology of E.

Proof. Clear.

In the case when U is bounded, the assumptions can be slightly relaxed.

Corollary 2.2. Let U be any bounded, convex, strict subset of Mmn, E the minimal

affine subspace of Mmn containing U and Ẽ the associated vector space. Assume that Ẽ

contains at least one nonzero rank-one matrix. Then the conclusion of Corollary 2.1 hold

true.

Proof. We see from the proof of Theorem 2.4 that what we actually need is a rank-one

straight line with two distinct points outside of U − F . If U is bounded, then any rank-one

line will do.

§3. Relaxation Results

Let us start with a definition.

Definition 3.1. We say that a function f on Mmn is convex outside a convex set

U ⊂ Mmn if there exists a convex function f̂ defined on Mmn that coincides with f outside

of U .

This definition is consistent with the usual definition of a convex function on a nonconvex

set when the convex hull of Mmn \ U is equal to Mmn, i.e., when U is not a half-space. It

is just saying that f|Mmn\U is convex.

Let us generalize a result contained in [4] (see also [7]).

Theorem 3.1. Let U be as in Corollary 2.2. Assume that f is a function of Mmn such

that

∀F ∈ ∂U, −∞ < α = inf
Mmn

f = f(F ), (3.1)

and

f is convex outside U. (3.2)

Then we have

Cf(F ) = Pf(F ) = Qf(F ) = Rf(F ) =

{
f(F ) if F ̸∈ U,
α otherwise.

Proof. Let us define a function f̆ on Mmn by

f̆(F ) =

{
f(F ) if F ̸∈ U,
α otherwise.

First of all, let us show that f̆ is convex. Let F1, F2 be two matrices and λ ∈ [0, 1].

If λF1 + (1− λ)F2 ∈ U , since f̆ ≥ α, we have

α = f̆(λF1 + (1− λ)F2) ≤ λf̆(F1) + (1− λ)f̆(F2).

Let us then consider the case when λF1 + (1− λ)F2 ̸∈ U . Let f̂ be a convex function on

Mmn that extends f|Mmn\U to U . Therefore, by convexity, f̂ ≤ α on U so that f̆ ≤ f̂ on

Mmn. Consequently,

f̆(λF1 + (1− λ)F2) = f̂(λF1 + (1− λ)F2)

≤ λf̂(F1) + (1− λ)f̂(F2)

≤ λf̆(F1) + (1− λ)f̆(F2).
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It clearly follows from the previous considerations that

Cf = f̆ .

Due to the inequality Cf ≤ Pf ≤ Qf ≤ Rf ≤ f , we thus see that

Cf = Pf = Qf = Rf = f̆ outside of U.

Let us now take F ∈ Ū (as before, the closure and boundary of U are taken relative

to the affine space E). By Corollary 2.2, we can find two matrices A and B in ∂U , with

rank(B−A) ≤ 1, and F is a convex combination of A and B. Since Rf is rank-one-convex,

it follows that

α = Cf(F ) ≤ Rf(F ) = Rf(λA+ (1− λ)B) ≤ λRf(A) + (1− λ)Rf(B) = α.

Therefore

Cf = Pf = Qf = Rf = f̆ in Ū

as well and the proof is complete.

Remark 3.1. This is a classical result when U is a Euclidean ball. See [4,7] for the case

when U is a possibly degenerate ellipsoid.

Remark 3.2. An easy way of constructing functions f that are convex outside a convex

is to take a convex function g:R → R that has a minimum at t = 1. Then it is not difficult

to check that f(F ) = g(PU (F )) is convex outside of U and that Theorem 3.1 applies.

The following is also a generalization to homogeneous functions of a result in [7] concerning

quadratic forms.

Theorem 3.2. Let Ψ:Mmn → R be a continuous homogeneous function of degree p >

0 such that there exist two rank-one matrices a ⊗ b and c ⊗ d satisfying Ψ(a ⊗ b) > 0,

Ψ(−a ⊗ b) > 0, Ψ(c ⊗ d) < 0 and Ψ(−c ⊗ d) < 0. Let Φ:R → R be bounded below and

consider the function W defined on Mmn by

W (F ) = Φ(Ψ(F )).

Then, for all F in Mmn,

CW (F ) = PW (F ) = RW (F ) = QW (F ) = inf
t∈R

Φ(t).

Proof. Let µ = inf
t∈R

Φ(t). For all ϵ > 0, there exists αϵ ∈ R such that µ ≤ Φ(αϵ) ≤ µ+ ϵ.

Let us consider a matrix F in Mmn such that Ψ(F ) ̸= αϵ. By Theorem 2.2, there exist

λϵ ∈ [0, 1] and Bϵ, Cϵ ∈ Mmn such that

F = λϵBϵ + (1− λϵ)Cϵ, rank {Bϵ − Cϵ} ≤ 1 and Ψ(Bϵ) = Ψ(Cϵ) = αϵ.

Since RW is rank-one-convex, it follows that

µ ≤ CW (F ) ≤ PW (F ) ≤ QW (F ) ≤ RW (F )

≤ λϵRW (Bϵ) + (1− λϵ)RW (Cϵ)

≤ λϵW (Bϵ) + (1− λϵ)W (Cϵ) = Φ(αϵ) ≤ µ+ ϵ.

Now, if F is such that Ψ(F ) = αϵ, then we trivially have

µ ≤ CW (F ) ≤ RW (F ) ≤ W (F ) ≤ µ+ ϵ.

Therefore, letting ϵ go to zero, we obtain

CW (F ) = PW (F ) = QW (F ) = RW (F ) = µ,
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which concludes the proof.

Remark 3.3. It follows immediately from the previous theorem that for a function of

the form W (F ) = Φ(Ψ(F )) satisfying the hypotheses of the theorem,

W convex ⇔ W polyconvex ⇔ W quasiconvex ⇔ W rank-one-convex ⇔ Φ constant.

§4. Invariance of Envelopes

In this section, we give a fairly general result on the various convex envelopes of a function

that has invariance properties with respect to some group action.

Let us be given a group G and an action of this group on Mmn in the form of a ho-

momorphism from G into GL (Mmn). We denote by g · F the action of an element g of

G on a matrix F . We say that the group action is gradient-compatible if there exists a

corresponding linear action of G on W 1,∞
c (Rn;Rm), still denoted by g · , such that for all

φ ∈ W 1,∞
0 (D;Rm) and all bounded domains D of Rn, we have g · φ ∈ W 1,∞

0 (Θg(D);Rm)

with

g · ∇φ(x) = ∇(g · φ)(Θg(x)), (4.1)

where Θg is an affine isomorphism in Rn. From now on, the assumption of gradient-

compatibility will always be made, even when it is not necessary.

Let W :Mmn → R be a given function. For fixed g in G, we denote by Wg the function

on Mmn defined by Wg(F ) = W (g ·F ). Let χ:G → R∗
+ be a group homomorphism. We will

say that a function W is (G,χ)-equivariant if

∀F ∈ Mmn, ∀g ∈ G, Wg(F ) = χ(g)W (F ). (4.2)

Examples 4.1. Examples of such group actions and equivariances that are relevant in

applications are

(1) Homogeneity: G = R∗
+, for g = t, g · F = tF , g · φ(x) = φ(tx), Θg(x) = t−1x and

χ(g) = tp for some p > 0.

(2) Positive homogeneity: G = {−1, 1} × R∗
+, where {−1, 1} is the multiplicative incar-

nation of Z/2Z, for g = (s, t), g ·F = stF , g ·φ(x) = φ(stx), Θg(x) = (st)−1x and χ(g) = tp

for some p > 0.

(3) Material frame indifference: G = SO (m), for g = Q, g · F = QF , g · φ(x) = Qφ(x),

Θg(x) = x and χ(g) = 1.

(4) Isotropy: G = SO (n), for g = R, g · F = FR, g · φ(x) = φ(Rx), Θg(x) = RTx and

χ(g) = 1. The same action with G ⊂ SO (n) corresponds to material symmetry.

Let us start with a property of gradient-compatible group actions.

Lemma 4.1. Let g · be a gradient-compatible action. We have that for any matrix A of

rank less than one, rank(g ·A) ≤ 1.

Proof. For any φ in D(Rn;Rm), the Fourier transform of its gradient is an m×n at most

rank-one matrix at all points ξ in Fourier space. Any rank-one matrix may be obtained in

this way.

Let thus A be such that rankA ≤ 1, and φ ∈ D(Rn;Rm) and ξ ∈ Rn such that

∇̃φ(ξ) = A.
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It is clear that for any L2 matrix-valued function F on Rn, we have

g̃ · F (ξ) =

∫
Rn

g · (e−i(x|ξ)F (x)) dx = g ·
∫
Rn

e−i(x|ξ)F (x) dx = g · F̃ (ξ)

(approximate F by a dominated sequence of simple functions). In particular,

g ·A = ˜(g · ∇φ)(ξ).

For all g in G, we write the associated affine isomorphism as

Θg(x) = Agx+ bg,

where Ag is an n× n nonsingular matrix and bg a vector in Rn. Now

˜(g · ∇φ)(ξ) =

∫
Rn

e−i(x|ξ)g · ∇φ(x) dx

=

∫
Rn

e−i(x|ξ)∇(g · φ(Θg(x))) dx

=
1

detAg

∫
Rn

e−i((A−1
g y−A−1

g bg)|ξ)∇(g · φ(y)) dy

=
ei((A

−1
g bg)|ξ)

detAg

∫
Rn

e−i(A−1
g y|ξ)∇(g · φ(y)) dy

=
ei((A

−1
g bg)|ξ)

detAg

˜(∇(g · φ))(A−T
g ξ).

This computation is justified by the fact that g ·φ is inW 1,∞(Rn,Rm) with compact support,

by gradient-compatibility of the group action, in fact it is in D(Rn;Rm). Consequently,
˜(g · ∇φ)(ξ) is a scalar multiple of the Fourier transform of a gradient and is thus of rank at

most one.

Theorem 4.1. If a function W on Mmn is convex (resp. polyconvex, quasiconvex, rank-

one-convex), then for all g in G, Wg is convex (resp. polyconvex, quasiconvex, rank-one-

convex).

Proof. Let us start with the simplest case, i.e., W convex. Take two matrices F1 and

F2 and λ, µ ≥ 0 such that λ+ µ = 1. Then, since G acts linearly on Mmn,

Wg(λF1 + µF2) = W (g · (λF1 + µF2)) = W (λg · F1 + µg · F2) ≤ λWg(F1) + µWg(F2).

We turn to the case when W is quasiconvex. Let D be a domain in Rn and F ∈ Mmn.

We want to prove that Wg is quasiconvex at F . Let us thus consider an arbitrary function

φ ∈ W 1,∞
0 (D;Rm). Since the action of G is gradient-compatible, it follows that∫

D

Wg(F +∇φ(x)) dx =

∫
D

W (g · F + g · ∇φ(x)) dx

=

∫
D

W (g · F +∇(g · φ)(Θg(x))) dx

=
1

detAg

∫
Θg(D)

W (g · F +∇(g · φ)(y)) dy

≥ |Θg(D)|
detAg

W (g · F ) = |D|Wg(F ),

where Ag is the matrix of Θg as in the previous lemma, and the claim is proved.
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Consider next the case when W is polyconvex. Let τ(m,n) be the number of all minors

of an m× n matrix and M(F ) ∈ Rτ(m,n) be the vector of all minors of F following a given

ordering. Since W is polyconvex, there exists a convex function Ŵ on Rτ(m,n) such that for

all F ,

W (F ) = Ŵ (M(F )).

LetMp,ij(F ) be a given minor of order p of F . We consider the function Z:F 7→ Mp,ij(F ).

This function is a null Lagrangian, i.e., a quasiaffine mapping: both Z and −Z are quasicon-

vex. From the previous step, we deduce that Zg is also a null Lagrangian. It is known that

null Lagrangians are affine combinations of minors (see [2]). Moreover, since Z is a p-linear

form on a subset of the column vectors, it follows that Zg is actually a linear combination

of the minors of order p of F , with coefficients depending only on g.

The above considerations show that there exists a linear mapping Tg:Rτ(m,n) → Rτ(m,n)

such that

M(g · F ) = Tg(M(F )).

Consequently,

Wg(F ) = Ŵ (M(g · F )) = Ŵ ◦ Tg(M(F )),

and the function Ŵ ◦ Tg is convex. Hence, Wg is polyconvex.

Finally, let us assume that W is rank-one-convex. Let us take two matrices F1 and F2

such that rank(F1 − F2) ≤ 1 and a scalar λ ∈ [0, 1]. We have

Wg(λF1 + (1− λ)F2) = W (λg · F1 + (1− λ)g · F2)

≤ λW (g · F1) + (1− λ)W (g · F2)

= λWg(F1) + (1− λ)Wg(F2)

since rank(g · F1 − g · F2) = rank(g · (F1 − F2)) ≤ 1 by Lemma 4.1.

Remark 4.1. In the above proof, the group structure of G does not play any role. The

result applies if G is just a set and its action on Mmn is replaced by any mapping from G

into L(Mmn) that is gradient-compatible.

We now consider the various envelopes.

Theorem 4.2. Let W : Mmn → R be (G,χ)-equivariant. Then CW , PW , QW and RW

are (G,χ)-equivariant.

Proof. Let us only treat the case of the convex envelope. The three other cases are

identical.

Let us thus be given a (G,χ)-equivariant function W . By definition, we have

CW = sup{Z;Z convex and Z ≤ W}.
For any such Z, we have

Zg(F ) = Z(g · F ) ≤ W (g · F ) = χ(g)W (F ) and Zg is convex.

Since χ(g) ∈ R∗
+, it follows that for all g ∈ G,

χ(g)−1Zg(F ) ≤ CW (F ).

Taking the supremum of this inequality over all competing functions Z, we obtain that for

all g ∈ G and all F ∈ Mmn,

(CW )g(F ) ≤ χ(g)CW (F ).
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We now use the fact that G is a group and χ is a homomorphism. Applying the previous

inequality to g−1 and g · F , we obtain

CW (F ) = (CW )g−1(g · F ) ≤ χ(g−1)CW (g · F ) = χ(g)−1(CW )g(F ).

Consequently

(CW )g(F ) = χ(g)CW (F ),

and CW is (G,χ)-equivariant.

Example 4.2. If W is homogeneous of degree p, then for all t > 0,

CW (tF ) = tpCW (F ), PW (tF ) = tpPW (F ), QW (tF ) = tpQW (F ), RW (tF ) = tpRW (F ).

The same equalities hold for all t, but with absolute values, if W is positively homogeneous.

IfW is frame-indifferent (resp. isotropic), then CW , PW , QW and RW are frame-indifferent

(resp. isotropic). See [14] for more specific results concerning SO (m) and SO (n) left- and

right-invariance.

§5. A Few Applications

We begin by recalling a result of [12].

Theorem 5.1.[12] Let W :M22 → R be continuous, positively homogeneous of degree one,

frame indifferent and isotropic. Then

W rank-one-convex ⇐⇒ W convex .

The following is an immediate consequence of the previous theorem and the invariance

results of the previous section.

Theorem 5.2. Let W :M22 → R be continuous, positively homogeneous of degree one,

frame indifferent and isotropic, then

CW = PW = QW = RW.

Proof. By Theorem 4.2, all envelopes share the same invariances as W , i.e., they are

positively homogeneous of degree one, frame indifferent and isotropic. Therefore, the rank-

one-convex envelope is convex, hence the result.

Another result in [12] is as follows, slightly rewritten. Let W be a continuous, homoge-

neous function of degree one on M22. Assume that there exists an automorphism S on M22

and a nonzero matrix A ∈ M22 such that detA = det(S(A)) = 0 in such a way that the

function Z:M22 → R, Z(F ) = W (S(F )), is rotationally invariant.

Theorem 5.3. Let W satisfy the above hypotheses, then

W rank-one-convex ⇐⇒ W convex ⇐⇒ Z convex ⇐⇒ Z rank-one-convex.

In terms of envelopes, this theorem implies the following

Theorem 5.4. Let W be as above, then CW = PW = QW = RW.

Proof. We define two group actions on M22.

For the first group action, we take G = SO(2) with the usual group structure and define

Q ·1 F = S[QS−1(F )].

Clearly,

Q′ ·1 (Q ·1 F ) = S[Q′S−1(Q ·1 F )] = S[Q′S−1(S[QS−1(F )])] = S[Q′QS−1(F )] = (Q′Q) ·1 F,
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and

Id ·1 F = F,

so that this is a group action. Moreover

W (Q ·1 F ) = W (S[QS−1(F )]) = Z(QS−1(F )) = Z(S−1(F )) = W (F )

so that W is invariant under this group action. Therefore, by Theorem 4.2, all the envelopes

of W are also invariant under the group action. This means for example that, setting

ZC(F ) = CW (S(F )),

ZC(QF )=CW (S[Q(F )])=CW (S[QS−1(S[F ])])=CW (Q ·1 S(F ))=CW (S(F ))=ZC(F ),

and ZC is left-SO(2) invariant. The same holds true for the other three envelopes.

For the second action, we take G = SO(2) with the reverse group structure ((R′, R) 7→
RR′) and define

R ·2 F = S[S−1(F )R].

Clearly,

R′ ·2 (R ·2 F ) = S[S−1(R ·2 F )R′] = S[S−1(S[S−1(F )R])R′] = S[S−1(F )RR′] = (R′R) ·2 F,

and

Id ·2 F = F,

so that this is again a group action. Moreover

W (R ·2 F ) = W (S[S−1(F )R]) = Z(S−1(F )R) = Z(S−1(F )) = W (F )

so that W is also invariant under the second group action. Therefore, by Theorem 4.2, all

the envelopes of W are invariant under the second group action. As before, this means that

ZC is right-SO(2) invariant, and the same holds true for the other three envelopes.

We have thus shown that all the envelopes satisfy the hypotheses of Theorem 5.3. There-

fore, the rank-one-convex envelope is convex, hence the result.

Example 5.1. The previous results can be applied to the following examples taken from

[12]. Let W :M22 → R be positively homogeneous of degree one and having one of the

following forms

W (F ) = Φ(∥F∥, α detF + βF 1 · F 2), αβ ̸= 0,

or

W (F ) = Φ(∥F 1∥, ∥F 2∥)

for some Φ:R2 → R, where the various norms are the usual Euclidean norms on M22 and

R2. Then all the envelopes coincide. For the first example, take

S(F ) =
1

α2 + β2

(√
α2 + β2F11 βF22 + αF12√
α2 + β2F21 −βF12 + αF22

)
,

so that W (S(F )) = Φ
(

1√
α2+β2

∥F∥, 1√
α2+β2

detF
)
is rotationally invariant. The second

example reduces to the first example by writing first

Φ(∥F 1∥, ∥F 2∥) = Ψ(
√

∥F 1∥2 + ∥F 2∥2, ∥F 1∥2 − ∥F 2∥2) = Ψ(∥F∥, ∥F 1∥2 − ∥F 2∥2)

and then taking S(F ) = 1√
2
(F 1 + F 2|F 1 − F 2).
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Let us then give a series of miscellaneous examples of applications of the results of the

previous sections. As a rule, if F is an m× n matrix, we denote by F j its j-th column.

Example 5.2. Let m = n = 2 and

W (F ) = Φ(detF + F 1 · F 2)

where x · y denotes the standard scalar product in R2. Taking Ψ(F ) = (detF +F 1 ·F 2), we

see that Ψ is a homogeneous function of degree 2, thus positively homogeneous. Furthermore

Ψ(a⊗ b) = b1b2∥a∥2 so that Ψ changes sign on rank-one matrices. Therefore

QW (F ) = inf
t∈R

Φ(t),

by Theorem 3.2.

Example 5.3. A quite similar example is as follows. Let m = n and

W (F ) = Φ(detF + ∥F 1∥n − ∥F 2∥n).

Taking Ψ(F ) = (detF +∥F 1∥n−∥F 2∥n), we see that Ψ is a homogeneous function of degree

n. Moreover, the choices a = F 1, b = e1 and c = F 2, d = e2 provide rank-one matrices on

which Ψ changes sign. Therefore

QW (F ) = inf
t∈R

Φ(t),

by Theorem 3.2 again.

Let us complicate things a little.

Example 5.4. Let m and n be arbitrary. Consider a polyconvex function Z on Mmn

that depends only on the minors of order greater than 2. Take

W (F ) = Φ
( s∑
i=1

|F i|p −
n∑

i=s+1

|F i|p
)
+ Z(F ) for some 2 ≤ s ≤ n− 2.

Assume that inf
t∈R

Φ(t) = 0. Then

QW (F ) = Z(F ).

For simplicity, we assume that the infimum of Φ is attained at t = α. Let Ψ(F ) =
( s∑
i=1

|F i|p−
n∑

i=s+1

|F i|p
)
. Let F ̸= 0 be such that Ψ(F ) ̸= α. Select j such that F j ̸= 0. Then, for all b

in Rn,

Ψ(F j ⊗ b) =
( s∑
i=1

|bi|p −
n∑

i=s+1

|bi|p
)
∥F j∥p.

Whatever be the value of j, since there is always at least one positive term and one negative

term in the sum, we can always find b and d such that bj = dj = 0 and Ψ(F j ⊗ b) =

Ψ(−F j ⊗ b) > 0 and Ψ(F j ⊗ d) = Ψ(−F j ⊗ d) < 0. Therefore, by Theorem 2.3, we can find

matrices A and B with rank(A−B) ≤ 1 such that Ψ(A) = Ψ(B) = α, Z(A) = Z(B) = Z(F )

and F = λA+(1−λ)B. By the rank-one convexity of QW , it follows that QW (F ) ≤ Z(F ).

Now, Z is polyconvex, hence quasiconvex, therefore Z(F ) = QW (F ). The equality still

holds for F = 0 by continuity.

Example 5.5. Consider two disjoint, nonempty subsets I and J of {1, · · · ,m} ×
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{1, · · · , n} and let

Ψ(F ) =
∑

(i,j)∈I

|Fij |p −
∑

(i,j)∈J

|Fij |p.

If W (F ) = Φ(Ψ(F )) with inft∈R Φ = µ, then QW (F ) = µ.

Example 5.6. Let us now consider an example that is a generalization of the James-

Ericksen stored energy function. The James-Ericksen stored energy function was introduced

as a model to study problems of phase transitions in crystals in 2D (see [10] for example).

The generalization we propose here is as follows:

W (F ) = ϕ1(F ) + ϕ2(F ) + ϕ3(F )

with 
ϕ1(F ) = κ1

∣∣∣ 2∑
i,j=1

|Fij |p − 2
∣∣∣q,

ϕ2(F ) = κ2|F 1 · F 2|r,

ϕ3(F ) = κ3

∣∣∣ ∣∣∣ |F11|s + |F21|s − (|F12|s + |F22|s)
2

∣∣∣t−ϵt
∣∣∣u.

The James-Ericksen stored energy function is obtained when all exponents are set equal to

2 (see [5] and [7] for relaxation results pertaining to the James-Ericksen energy).

In the general case, we have

Qϕ1(F ) = κ1

(( 2∑
i,j=1

|Fij |p − 2
)
+

)q

, Qϕ2(F ) = 0, Qϕ3(F ) = 0.

These equalities follow from Theorem 3.1 for the first one and are similar to Examples 5.1

and 5.2 for the other two.

Example 5.7. Let us close this article by detailing an example taken from [9], Remark

2.1, concerning a multiple well problem again in connection with phase transitions in crystals.

Let us be given a finite set of m × n matrices Fi, 1 ≤ i ≤ k with k ≥ 2 that are pairwise

rank-one connected in the sense that rank(Fi−Fj) ≤ 1 for all i and j. We denote by co {Fi}
the convex hull of this set.

Proposition 5.1.[9] Let W :Mmn → R+ be such that

∀i = 1, · · · , k, W (Fi) = 0.

If F ∈ co {Fi}, then

CW (F ) = PW (F ) = QW (F ) = RW (F ) = 0. (5.1)

Proof. First of all, it is clear that CW (F ) = 0. It is thus sufficient to show that

RW (F ) = 0. To prove this, it suffices to show that any F in co {Fi} can be obtained as the

result of a finite sequence of rank-one-convex combinations starting from the Fi, i = 1, · · · , k.
The rank-on-convexity of RW combined with the fact that RW (Fi) = 0 will then give the

result.

We argue by induction on k. For k = 2, any F in the segment [F1, F2] is trivially a

rank-one-convex combination of F1 and F2.

Let us assume as our induction hypothesis that the property holds true for any set of

k − 1 pairwise rank-one connected matrices. Let us set U = co {Fi} and E the minimal
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affine subspace containing U . Let us consider F ∈ U . The hypotheses of Corollary 2.2 are

clearly satisfied. Thus, there exist λ ∈ [0, 1], A and B in ∂U with rank(A − B) ≤ 1 such

that F = λA + (1 − λ)B. Now, since A and B belong to ∂U , each of them is a convex

combination of at most k − 1 of the Fi. Indeed, U is equal to the adherence of its interior

in E. The induction hypothesis yields the result.

Let us extend the previous result to a situation in which the wells are not necessarily

directly rank-one connected. In the following, we thus do not assume that rank(Fi−Fj) ≤ 1.

Prpoposition 5.2. Let W :Mmn → R+ be such that the following hypotheses are satis-

fied :

(i) W (Fi) = 0 for all i = 1, · · · , k,
(ii) For all i = 1, · · · , k, there exist F̂i such that rank(F̂i − F̂j) ≤ 1 and rank(Fi − F̂i) ≤ 1

with F̂i ∈ [Fi, F̂i+1], using the convention that F̂k+1 = F̂1.

Then, for all F ∈ co {F̂i},

CW (F ) = PW (F ) = QW (F ) = RW (F ) = 0.

Proof. In view of Proposition 5.1, it is clearly enough to prove that RW (F̂i) = 0 for all

i. It follows from the hypothesis (ii) that for all i, there exists λi ∈ [0, 1] such that

F̂i = λiFi + (1− λi)F̂i+1.

By rank-one-convexity, we deduce that

RW (F̂i) ≤ (1− λi)RW (F̂i+1),

so that

RW (F̂1) ≤
( k∏
i=1

(1− λi)
)
RW (F̂1).

Therefore, either RW (F̂1) = 0, or there exists i0 such that λi0 = 1, in which case F̂i0 = Fi0

and RW (F̂i0) = 0. In both cases, we are done.

Remark 5.1. In the previous theorem, it is possible to replace the condition rank(F̂i −
F̂j) ≤ 1 by the weaker condition rank(F̂i − F̂i+1) ≤ 1 if we assume in addition that all F̂i

belong to one plane and that they form a convex polygon. An example of such a configuration

was introduced in [17] for other purposes, with four diagonal 2× 2 matrices situated at the

vertices of a square (see also [8] for a discussion of this example).

Fig. 5.1 A Five Matrix Configuration
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Remark 5.2. It follows from Proposition 5.1 that

inf
{∫

Ω

W (∇v(x)) dx; v ∈ W 1,∞(Ω;Rm), v(x) = Fx on ∂Ω
}
= 0

if F is in the convex hull of the wells Fi. In [9], upper bounds for the infimum of the energy

over various finite element spaces are given. These upper bounds are explicit powers of the

mesh size, and easily imply the above equality.
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