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Abstract

This paper presents new results for strong solutions and their coincidence sets of the obstacle
problem for linear hyperbolic operators of first order. An inequality similar to the Lewy–
Stampacchia ones for elliptic and parabolic problems is shown. Under nondegeneracy conditions
the stability of the coincidence set is shown with respect to the variation of the data and with

respect to approximation by semilinear hyperbolic problems. These results are applied to the
asymptotic stability of the evolution problem with respect to the stationary coercive problem
with obstacle.
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§1. Introduction

The classical obstacle problem can be formulated as the problem of finding the equilibrium

position of an elastic membrane constrained to lie above an obstacle. Although, in the words

of J. L. Lions, this “simple, beautiful and deep” problem is naturally associated with partial

differential equations of elliptic type, it arises in many other frameworks and in different

kinds of free boundary problems (see [3] or [10], and their references) and it is related to

variational inequalities (see [6,7]).

Variational inequalities of first order hyperbolic type were introduced in 1973 by Bensous-

san and Lions[2] for the study of deterministic cases in problems of optimal stopping time,

in which their solutions can be interpreted as optimal cost functions. More recently, mo-

tivated by physical problems in petroleum engineering, some unilateral problems for scalar

conservation laws have been considered by L. Lévi in [4] (see also [5]), where the existence

and uniqueness of weak entropy solutions are proven for quasilinear hyperbolic operators.
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In this work we are concerned with the problem of finding a function u defined in an open

smooth domain Q ⊂ RN , such that, for a given function ψ (the obstacle)

u ≥ ψ a.e. in Q (1.1)

and, in the a priori unknown region where the solution u does not coincide with the obstacle

ψ,

Hu = f a.e. in {u > ψ} (1.2)

with a Dirichlet boundary condition in a known part of the boundary of the domain

u = h a.e. on Σ− ⊂ ∂Q (1.3)

for given functions f and h. Here H is a linear first order operator, whose principal parts

determines the subset Σ−, where the boundary condition can be imposed.

The first systematic study of the obstacle problem (1.1),(1.2),(1.3) was done by Mignot

and Puel in 1976[8] in the framework of strong and weak solutions of variational inequalities of

first order. Their approach, which will be followed here, is based on the general linear theory

of boundary value problems for first order partial differential equations of Bardos[1]. For

linear operators the boundary condition (1.3) and the definition of Σ− are well-known and

their functional spaces are recalled in Section 2, where we introduce and show the continuous

dependence of strong solutions for the hyperbolic obstacle problem (1.1),(1.2),(1.3).

Always in the framework of strong solutions, in Section 3, we extend the Lewy-

Stampacchia inequalities to linear first order operators by considering the approximation

by solutions of semilinear hyperbolic problems. In Section 4, we show the stability of the

set where the solution coincides with the obstacle, under a natural nondegeneracy condition

on the obstacle and the nonhomogeneous term.

In Section 5 we extend to this case an estimate on the variation of the coincidence sets

associated with the dependence on the data, including the variation of the (nondegenerating)

obstacles. These results extend to first order obstacle problems the previous theory for

second order linear operators (see [10], for instance) and can be applied to show the stability

of the solution and coincidence set to the evolution first order obstacle problem with respect

to the respective stationary one, as time goes to infinity. This is done in the final section.

§2. The Obstacle Problem of First Order

Let Q ⊂ RN be an open domain and H be the linear first order operator defined on Q by

Hu = b · ∇u+ b0 u = Bu+ b0, u (2.1)

where b0 = b0(x) ∈ L∞(Q) and the vector field B = b · ∇ =
N∑
i=1

bi(x)
∂
∂xi

has coefficients

bi ∈ C1(Q) ∩W 1,∞(Q) and the boundary Σ = ∂Q is C1 piecewise in the sense of [1], i.e.,

admits a decomposition where

Σ+ = {x ∈ ∂Q : b · n > 0} and Σ− = {x ∈ ∂Q : b · n < 0}
have a finite number of C1 piecewise subboundaries of dimension N − 2. Here n = n(x)

is the outer normal vector at x ∈ Σ = ∂Q, defined almost everywhere. We define ℓ(x) =

|b(x) · n(x)| on Σ and we introduce the Hilbert spaces associated with the vector field B:

L2
B(Q) = {v ∈ L2(Q) : Bv ∈ L2(Q)} and L̃2

B(Q) = {v ∈ L2
B(Q) : v|Σ ∈ L2

ℓ(Σ)}, (2.2)
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where L2
ℓ(Σ) = {v : Σ → R |

∫
Σ
v2 ℓ dΣ < ∞}. We recall from [1] that the graph norm in

L̃2
B(Q) is equivalent to

∥v∥2∼ = ∥Bv∥2L2(Q) + ∥v∥2L2
ℓ(Σ−), (2.3)

that C1(Q) is dense in L̃2
B(Q) and the following integration by parts formula holds in this

space ∫
Q

(b · ∇u) v dx +

∫
Q

u∇ · (v b) dx =

∫
Σ+∪Σ−

(b · n)u v dΣ. (2.4)

This framework allowed Bardos[1] to show the existence and uniqueness of the solution w in

L̃2
B(Q) of the linear first order problem

Hw = f in Q, w = h on Σ− (2.5)

under the coercivity assumption

b0(x)−
1

2
(∇ · b)(x) ≥ β > 0, ∀x ∈ Q, (2.6)

for any given data

f ∈ L2(Q) and h ∈ L2
ℓ(Σ−). (2.7)

Consider now an obstacle ψ = ψ(x) such that

ψ ∈ L̃2
B(Q), ψ ≤ h on Σ−, (2.8)

and introduce the non-empty convex subsets

Kψ = {v ∈ L2(Q) : v ≥ ψ a.e. in Q} and K̃ψ = Kψ ∩ L̃2
B(Q). (2.9)

Following Mignot and Puel[8], we consider the strong formulation of the obstacle problem

for the first order operator (2.1)

u ∈ K̃ψ, u|Σ− = h :

∫
Q

(Hu− f) (v − u) dx ≥ 0, ∀ v ∈ Kψ. (2.10)

Under the assumptions (2.7) and (2.8) the existence and uniqueness of a strong solution

to the hyperbolic variational inequality (2.10) are shown in [8]. Actually the conditions on ψ

in (2.8) can be taken in a weaker sense, since only the regularity ψ̃ = sup(ψ,w) ∈ L̃2
B(Q) and

ψ̃ ≤ h on Σ− are necessary. Indeed, it was shown that if w and u are the solutions of (2.5)

and (2.10), respectively, then u ≥ w a.e. in Q. So also u ≥ ψ̃ and to solve the variational

inequality (2.10) in K̃ψ and in K̃ψ̃ are equiv a lent problems, and (2.8) is, therefore, a natural

assumption to obtain strong solutions.

We also recall the property of L̃2
B(Q) as a Dirichlet space, i.e., v+, v− and |v| ∈ L̃2

B(Q)

if v ∈ L̃2
B(Q), which can be proved as in the Sobolev space H1(Ω). Similarly, one has, for

instance, Bv+ = Bv in {v > 0} and Bv+ = 0 in {v ≤ 0}, provided v ∈ L̃2
B(Q), in the almost

everywhere sense. We can also show for v ∈ L̃2
B(Q) that

Bv = 0 a.e. in {x ∈ Q : v(x) = 0}. (2.11)

Here we shall use the standard notations

u ∨ v = sup(u, v), v+ = v ∨ 0 and v− = (−v)+.
We do not restrict the generality in taking

ψ = 0, (2.12)



256 CHIN. ANN. OF MATH. Vol.23 Ser.B

since we can reformulate the obstacle problem (2.10) into an equivalent one for the translated

functions

ũ = u− ψ, h̃ = h− ψ|Σ− and f̃ = f −Hψ. (2.13)

Indeed, (2.10) is easily seen to be equivalent to

ũ ∈ K̃0, ũ|Σ− = h̃ :

∫
Q

(Hũ− f̃) (v − ũ) dx ≥ 0, ∀ v ∈ K0. (2.14)

We have the following continuous dependence estimate for strong solutions.

Proposition 2.1. Let ui denote the solution of (2.10) corresponding to the data fi, hi
and ψi under the assumptions (2.6), (2.7), (2.8) for i = 1, 2, respectively. Then

∥u1 − u2∥L2(Q) ≤ C (∥f1 − f2∥L2(Q) + ∥h1 − h2∥L2
ℓ(Σ−) + ∥ψ1 − ψ2∥∼), (2.15)

where ∥ · ∥∼ denotes the norm (2.3) and C > 0 is a constant independent of the data.

Proof. Using (2.13) we may assume ψ1 = ψ2 = 0, for i = 1, 2. We may take v = ũ2 in

the inequality for ũ1 and v = ũ1 in the one for ũ2. Setting w = ũ1− ũ2 = u1−u2− (ψ1−ψ2)

and denoting f = f̃1 − f̃2 = f1 − f2 −H(ψ1 −ψ2) and h = h1 −h2 − (ψ1 −ψ2)|Σ− we obtain∫
Q

wH w dx ≤
∫
Q

f w dx ≤ β

2

∫
Q

w2 dx+
1

2β

∫
Q

f
2
dx. (2.16)

On the other hand, from the coercivity condition (2.6), we find∫
Q

wH w dx =

∫
Q

(
b0 −

1

2
∇ · b

)
w2 dx+

1

2

∫
Σ+∪Σ−

(b · n)w2 dΣ

≥ β

∫
Q

w2 dx− 1

2

∫
Σ−

w2 ℓ dΣ, (2.17)

which combined with (2.16) yields

β

∫
Q

w2 dx ≤ 1

β

∫
Q

f
2
dx +

∫
Σ−

h
2
ℓ dΣ.

This implies the conclusion (2.15) by the definitions and the equivalence of the norm ∥·∥∼
in L̃2

B(Q).

§3. An Inequality for Strong Solutions

The strong solution of the obstacle problem, solving the first order variational inequality,

is also a solution to the nonlinear complementary problem

u ≥ ψ, Hu− f ≥ 0 and (Hu− f) (u− ψ) = 0 a.e. in Q. (3.1)

Indeed, it suffices to take v = ψ and v = 2u − ψ in (2.10) to conclude the third condition

from the first two. The second one, which follows from (2.10) with v = u+ w for arbitrary

w ∈ L2(Q), w ≥ 0, provides a lower bound for Hu. The aim of this section is to show an

upper bound, extending to H the well-known Lewy–Stampacchia inequalities obtained first

for second order obstacle problem of elliptic type (see [10], for references).

Theorem 3.1. Under the assumptions (2.6), (2.7), (2.8) the strong solution u of the first

order obstacle problem (2.10) satisfies the inequalities

f ≤ Hu ≤ f ∨Hψ a.e. in Q. (3.2)
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The proof of this result follows easily by recalling that f ∨Hψ = f + (Hψ− f)+ and the

fact that u can be approximated in L2(Q) by the solution uε ∈ L̃2
B(Q) of the semilinear first

order equation

Huε + ξ ϑε(uε − ψ) = f + ξ in Q, uε = h on Σ−. (3.3)

Here we consider for each ε > 0, the nondecreasing Lipschitz function ϑε : R → [0, 1] defined

by

ϑε(t) = 0, t ≤ 0, ϑε(t) = t/ε, 0 < t ≤ ε and ϑε(t) = 1, t > ε, (3.4)

and the nonnegative function ξ ∈ L2(Q) given by

ξ = (Hψ − f)+. (3.5)

We can prove the very precise approximation result.

Theorem 3.2. If u and uε denote the solutions of (2.10) and (3.3), respectively, under

the previous assumptions we have

uε ∈ K̃ψ, (3.6)

uε ≥ uε̂ in Q if ε > ε̂ > 0, (3.7)

∥uε − u∥2L2(Q) ≤
ε

β
∥(Hψ − f)+∥L1(Q) as ε→ 0. (3.8)

Proof. Since ϑε is monotone and H is coercive, the existence and uniqueness of uε ∈
L̃2
B(Q) follows by the results of Bardos[1].

To prove (3.6), we must show that uε ≥ ψ in Q. Take z = (ψ − uε)
+ ∈ L̃2

B(Q) and

note that by (2.8) we have z|Σ− = 0. Since ϑε(uε − ψ) = 0 whenever ψ > uε we obtain

Huε = f + ξ ≥ Hψ if ψ > uε and∫
Q

z Hz dx =

∫
Q

(Hψ −Huε) (ψ − uε)
+ dx ≤ 0,

since z Hz = (ψ − uε)
+H(ψ − uε) a.e. in Q. Hence, using (2.17)

0 ≥
∫
Q

z Hz dx ≥ β

∫
Q

z2 dx

we conclude z = 0 a.e. in Q and (3.6) follows.

A similar argument applies to z = (uε̂ − uε)
+, by using

z Hz = z H(uε̂ − uε) = z ξ[ϑε(uε − ψ)− ϑε̂(uε̂ − ψ)] ≤ 0 in Q,

since if uε̂ > uε, then ϑε̂(uε̂ − ψ) ≥ ϑε̂(uε − ψ) ≥ ϑε(uε − ψ).

Finally, remarking that for any v ∈ Kψ we have

[1− ϑε(uε − ψ)] (v − uε) ≥ [1− ϑε(uε − ψ)] (ψ − uε) ≥ −ε,

we first obtain∫
Q

(Huε − f) (v − uε) dx =

∫
Q

ξ[1− ϑε(uε − ψ)] (v − uε) dx ≥ − ε

∫
Q

ξ dx. (3.9)

Setting v = u in (3.9) and v = uε in (2.10), we conclude (3.8) with the help of (2.17) for

w = uε − u

β

∫
Q

w2 dx ≤
∫
Q

wHw dx =

∫
Q

(uε − u)H(uε − u) dx ≤ ε

∫
Q

ξ dx.
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Remark 3.1. The proof of Theorem 3.2 actually also shows the existence of the solution

u to (2.10), since 0 ≤ ϑε ≤ 1 implies that the approximating solution uε of (3.3) are bounded

in W = {v ∈ L̃2
B(Q) : v|Σ− = h}, uniformly in ε > 0. Hence the lower semi-continuity of

w 7→
∫
Q

wHw dx in W

allows to pass to the limit ε→ 0 in (3.9) by showing that if uε⇀ u in L̃2
B(Q) then u solves

(2.10). By uniqueness, which is a consequence of the coercivity in W , the whole sequence

converges.

Remark 3.2. In [8] the existence of a strong solution was obtained with a different

approximation (see [6]) by considering the penalized problem for ε > 0,

Hwε −
1

ε
(ψ − wε)

+ = f in Q,

with the same boundary condition wε = h on Σ. While this is a more natural way to penalize

the constraint u ≥ ψ, this method does not allow to conclude the second inequality in (3.2).

§4. Stability of the Coincidence Set

A main feature in the obstacle problem is the presence, in general, of the coincidence set

I = {u = ψ} = {x ∈ Q : u(x) = ψ(x)}. (4.1)

In the complementary set Λ of this measurable subset, from (3.1), we have

Hu = f a.e. in Λ = {u > ψ} = Q\I. (4.2)

It is clear that, in general, I and Λ are measurable subsets defined up to a null set. This is

however sufficient for our purposes in this work, since we are interested in their characteristic

functions. Set

χ = χ(u=ψ) =

{
1 if x ∈ {u = ψ},
0 if x ∈ {u > ψ}. (4.3)

As a consequence of (4.2) and property (2.11), we may conclude that the solution u of

(2.10) solves the equation

Hu− (Hψ − f)χ = f a.e. in Q. (4.4)

This important remark allows us to include the first order obstacle problem in the general

framework of stability of the coincidence set with respect to perturbation of data (see [10,

p. 204], for the elliptic theory).

Theorem 4.1. Suppose un and χn = χ{un=ψn} denote the solution of (2.10) and the

characteristic function of its coincidence set associated with a sequence fn, hn and ψn sat-

isfying (2.7), (2.8) and

fn → f in L2(Q), hn → h in L2
ℓ(Σ−) and ψn → ψ in L̃2

B(Q).

If u and χ refer to the corresponding limit problem in which we assume

Hψ ̸= f a.e. in Q, (4.5)

then the coincidence sets converge in measure, or equivalently

χn → χ in Lp(Q), 1 ≤ p <∞. (4.6)
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Proof. We remark 0 ≤ χn ≤ 1, so that there is a function χ∗ ∈ L∞(Q), 0 ≤ χ∗ ≤ 1, and

a subsequence

χn ⇀ χ∗ in L∞(Q)-weak*.

By Proposition 2.1, we know that

un → u in L2(Q),

and, from remark (4.4) for un,

Hun − (Hψn − fn)χn = fn a.e. in Q.

So we may pass to the limit and obtain

Hu− (Hψ − f)χ∗ = f a.e. in Q. (4.7)

Comparing (4.7) with (4.4) and using the assumption (4.5) we immediately conclude

χ∗ = χ = χ{u=ψ},

i.e., the whole sequence converges χn → χ first weakly in Lp(Q) and, since they are charac-

teristic functions, also strongly for any p <∞.

Remark 4.1. As a consequence of Theorem 4.1, we can immediately conclude also that

un → u in L̃2
B(Q)-strong under the assumption (4.5), which however is not necessary, as we

shall see in Theorem 5.1.

On the other hand, we know that u is approximated by the solution uε of (3.3), i.e., we

have

Huε − (Hψ − f)+ qε = f in Q, (4.8)

where we set

0 ≤ qε ≡ 1− ϑε(uε − ψ) ≤ χε ≤ 1 a.e. in Q. (4.9)

Here we have introduced χε as the characteristic function of the “approximating coinci-

dence set”

Iε = {x ∈ Q : ψ(x) ≤ uε(x) < ψ(x) + ε}.

To prove (4.9) it is sufficient to recall the definition of ϑε: since uε ≥ ψ always, if

uε(x) ≥ ψ(x) + ε (i.e. χε(x) = 0), then qε(x) = 0.

As ε→ 0, we may consider subsequences such that

qε ⇀ q and χε ⇀ χ∗ in L∞(Q)-weak* (4.10)

for some functions q and χ∗ such that

0 ≤ q ≤ χ∗ ≤ 1 a.e. in Q. (4.11)

From (4.8) we find

Hu− (Hψ − f)+ q = f in Q. (4.12)

In the coincidence set I = {u = ψ} we have Hu = Hψ a.e. and, if we assume Hψ ̸= f ,

from (4.12) we must have q = 1 in I, since we have always Hu ≥ f by (3.1). Therefore the

nondegeneracy condition (4.5) implies

q ≥ χ = χ{u=ψ} a.e. in Q. (4.13)
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But the definition of qε and (4.10) with the convergence of uε → u in L2(Q) yield as

ε→ 0,

0 = (uε − ψ − ε)+ qε ⇀ (u− ψ)+ q = 0,

and this implies q = 0 if u > ψ, i.e.,

q ≤ χ = χ{u=ψ} a.e. in Q. (4.14)

Then (4.11), (4.13) and (4.14) imply

q = χ∗ = χ = χ{u=ψ}. (4.15)

By (4.9) we remark q2ε ≤ qε and from∫
Q

q = lim
ε→0

∫
Q

qε ≥ lim inf
ε→0

∫
Q

q2ε ≥
∫
Q

q2 =

∫
Q

χ

we may conclude the strong convergences as ε→ 0

χε → χ and qε → χ in Lp(Q)-strong, ∀ p <∞.

Then (4.8) implies also Huε → Hu in L2(Q)-strong, and we have proven the follow-

ing result on the strong approximation of the first order obstacle problem by solutions of

semilinear hyperbolic problems (3.3).

Theorem 4.2. Let uε and u denote the solutions of (2.10) and (3.3) respectively, under

the nondegeneracy assumption (4.5).

Then, as ε→ 0, we have

uε → u in L̃2
B(Q)-strong

and

lim
ε→0

[1− ϑε(uε − ψ)] = lim
ε→0

χ{ψ≤uε<ψ+ε} = χ{u=ψ}

for the strong topologies of Lp(Q), ∀ p, 1 ≤ p <∞.

Remark 4.2. We observe that here the nondegeneracy assumption Hψ ̸= f a.e. in Q is

required, as in Theorem 4.1 on the stability of the coincidence sets. Analogously Theorem 4.2

yields a stability in Lebesgue measure of the approximation of the coincidence set {u = ψ},
i.e., we have

{ψ ≤ uε < ψ + ε} → {u = ψ} in measure.

§5. An Estimate on the Coincidence Set

Let β > 0 be the constant of (2.6) and α > 0, such that

1

2
|(∇ · b)(x)| ≤ α, ∀x ∈ Q.

Denote by S the monotone graph corresponding to the sign function, i.e.,

S(t) = 1 if t > 0, S(t) = −1 if t < 0 and S(0) = [−1, 1].

Lemma 5.1. For any w ∈ L̃2
B(Q) and any measurable function s such that s(x) ∈

S(w(x)), a.e. x ∈ Q, we have∫
Q

sHw dx ≥ (β − α)

∫
Q

|w| dx −
∫
Σ−

|w| ℓ dΣ. (5.1)
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Proof. By the property (2.11), we remark that we have

sHw = sign(w)Hw a.e. in Q, (5.2)

where sign(t) = 1 if t > 0, sign(t) = −1 if t < 0 and sign(0) = 0. Hence it is sufficient to

prove (5.1) with s replaced by sign(w), which can be approximated in L2(Q) by the sequence

of functions sδ(w) ∈ L̃2
B(Q), where sδ(t) are smooth functions approximating the sign, such

that |sδ(t)| ≤ 1, s′δ ≥ 0, sδ(0) = 0 and sδ(t) → sign(t) as δ → 0 for t ∈ R.
Integrating by parts and setting mδ(t) =

∫ t
0
sδ(τ) dτ we have∫

Q

sδ(w)Hwdx =

∫
Q

[b0 sδ(w)w + b · ∇mδ(w)] dx

=

∫
Q

[b0 sδ(w)w − (∇ · b)mδ(w)] dx +

∫
Σ+∪Σ−

(b · n)mδ(w) dΣ.

(5.3)

Noting that mδ(w) → |w| in L2(Q) and in L2
ℓ(Σ) as δ → 0, from (5.3) we obtain∫

Q

sign(w)H(w) dx =

∫
Q

[
b0 − (∇ · b)

]
|w| dx +

∫
Σ+∪Σ−

(b · n) |w| dΣ

≥
∫
Q

[
b0 −

1

2
(∇ · b)

]
|w| dx − 1

2

∫
Q

(∇ · b) |w| dx +

∫
Σ−

(b · n) |w| dΣ

≥ (β − α)

∫
Q

|w| dx −
∫
Σ−

|w| ℓ dΣ

and (5.1) follows from (5.2).

Remark 5.1. If β ≥ α or if we assume instead

b0(x)−∇ · b(x) ≥ 0 a.e. in Q, (5.4)

the estimate (5.1) reduces to∫
Q

sHw dx ≥ −
∫
Σ−

|w| ℓ dΣ, ∀w ∈ L̃2
B(Q), (5.5)

provided s(x) ∈ S(w(x)) a.e. x ∈ Q.

These estimates may be used “to measure” the stability of the coincidence set in the

nondegenerate case.

We recall the Lewy-Stampacchia type inequality (3.2) in the form

0 ≤ Hu− f ≤ (Hψ − f)+ a.e. in Q

and, recalling that the solution u of the obstacle problem also solves the equation (4.4), we

have ζ = ζ(u) ≥ 0, where

ζ = Hu− f = (Hψ − f)χ{u=ψ} = (Hψ − f)+ χ{u=ψ}. (5.6)

Lemma 5.2. Let ui for i = 1, 2 denote the solution to (2.10) for data fi, hi and ψi under

the assumptions (2.6),(2.7), (2.8) respectively and set ζi = ζ(ui). Then

∥ζ1 − ζ2∥L1(Q) ≤ C1 (∥f1 −2 ∥L2(Q) + ∥h1 − h2∥L2
ℓ(Σ−) + ∥ψ1 − ψ2∥∼), (5.7)

where C1 > 0 is a constant independent of the data.

Proof. As in Proposition 2.1, by using the translation argument, we may assume ψ1 =

ψ2 = 0 without loss of generality.

From (5.6) for i = 1, 2 we obtain

ζ1 − ζ2 = H(u1 − u2)− (f1 − f2) a.e. in Q. (5.8)
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We define almost everywhere in Q the measurable function s by

s(x) =

−1 on {u1 < u2} ∪ {ζ2 < ζ1},
0 on {u1 = u2} ∩ {ζ1 = ζ2},
1 on {u1 > u2} ∪ {ζ2 > ζ1},

(5.9)

and we observe that s ∈ S(u1 − u2) a.e. in Q. Indeed, if ζ2 > ζ1 ≥ 0, by (5.6) and (3.1) we

have u2 = 0 and the subset {u2 > u1} ∩ {ζ1 < ζ2} cannot have positive measure. Similarly

the same conclusion holds for {u2 < u1}∩{ζ1 > ζ2} and s given by (5.9) is a.e. well-defined.

Multiplying (5.8) by s and using (5.1) with w = u1 − u2, we obtain∫
Q

|ζ1 − ζ2| dx =

∫
Q

(ζ2 − ζ1) s dx = −
∫
Q

sHw dx +

∫
Q

s(f1 − f2) dx

≤ (α− β)

∫
Q

|u1 − u2| dx +

∫
Σ−

|h1 − h2| ℓ dΣ +

∫
Q

|f1 − f2| dx

and using the estimate (2.15) we easily conclude (5.7).

Remark 5.2. Under the assumption (5.4) (or if α ≤ β) when ψ1 = ψ2 = 0, we may

improve the estimate (5.7) by exactly the simpler one

∥ζ1 − ζ2∥L1(Q) ≤ ∥f1 − f2∥L1(Q) + ∥h1 − h2∥L1
ℓ(Σ−), (5.10)

as a simple consequence of Remark 5.1 and the above proof.

As an immediate consequence of (5.7) we have the strong continuous dependence in L̃2
B(Q)

of the first order obstacle problem with respect to the data.

Theorem 5.1. If we assume in the obstacle problem (2.10)

fn → f in L2(Q), hn → h in L2
B(Σ−) and ψn → ψ in L̃2

B(Q),

the respective strong solutions satisfy the strong convergence

un → u in L̃2
B(Q).

Perhaps a more interesting consequence of (5.7) can be obtained, exactly as in the elliptic

theory of [10], for estimating locally the Lebesgue measure of the variation of the coincidence

set associated with different data, under the local nondegeneracy assumption in an arbitrary

measurable subset O ⊂ Q:

f1 −Hψ1 ≤ −λ < 0 and f2 −Hψ2 ≤ −λ < 0 a.e. on O. (5.11)

For the coincidence subsets I1 = {u1 = ψ1} and I2 = {u2 = ψ2} we denote by ÷ the

symmetric difference

I1 ÷ I2 = I1\I2 ∪ I2\I1,
where A\B = A ∩BC as usual.

Theorem 5.2. Under the assumption (5.11), we have

meas
(
(I1 ÷ I2) ∩ O

)
≤ C1

λ
(∥f1 − f2∥L2(Q) + ∥h1 − h2∥L2

ℓ(Σ−) + ∥ψ1 − ψ2∥∼). (5.12)

Proof. It suffices to remark from (5.6) that (5.11) implies

λ |χ{u1=ψ1} − χ{u2=ψ2}| ≤ |ζ1 − ζ2| a.e. in O
and, using (5.7), (5.12) follows from

meas((I1 ÷ I2) ∩ O) =

∫
O
|χ{u1=ψ1} − χ{u2=ψ2}| dx ≤ 1

λ
∥ζ1 − ζ2∥L1(Q).
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Remark 5.3. Under the additional assumptions (5.4) and ψ1 = ψ2 = 0, (5.12) reduces

to

meas(O ∩
(
{u1 = 0} ÷ {u2 = 0})) ≤ 1

λ
(∥f1 − f2∥L1(Q) + ∥h1 − h2∥L1

ℓ(Σ−)).

§6. The Stability of the Evolution Problem

In this section we set Q = Ω×]0, T [, T > 0, and Σ′ = ∂Ω×]0, T [, with the assumptions of

Section 2 and where Ω ⊂ Rn with N = n+ 1.

Then Σ = ∂Q = Σ′∪Ω0∪ΩT (Ωk = Ω×{k}, k = 0, T ) and we redefine x = (x1, · · · , xn) ∈
Ω, xN = t ∈ [0, T ], bi = ai, i = 0, 1, · · · , n, and we set bN = 1. Then the first order

evolutionary operator becomes with ∂t = ∂/∂t:

Hu = ∂tu+ a · ∇u+ a0 u = ∂tu+Au,

where the coefficients ai, i = 1, · · · , n belong to C1(Q), a0 ∈ L∞(Q) and may depend on t

but do not satisfy necessarily the coercivity assumption (2.6). We still define ℓ = ℓ(x, t) =∣∣∣ n∑
i=1

ni ai(x, t)
∣∣∣ along Σ′, with the external normal n to Ω, and analogously the norm of

L̃2
B(Q) is given by (2.3), where now

∥u∥2L2
ℓ(Σ−) = ∥u(x, 0)∥2L2(Ω) + ∥u|Σ′

−
∥2L2

ℓ(Σ
′
−)

since Σ− = Ω0 ∪ Σ′
−, with Σ′

− = {(x, t) ∈ Σ: a(x, t) · n < 0}.
The strong formulation of the evolutionary first order obstacle problem can now be rewrit-

ten in the form

u ∈ K̃ψ, u|Σ′
−∪Ω0

= h :

∫
Q

(∂tu+Au− f) (v − u) dx dt ≥ 0, ∀ v ∈ Kψ. (6.1)

Here Kψ and K̃ψ are given also by (2.9) and

h|Σ′
−
= g ∈ L2

ℓ(Σ
′
−) and h|Ω0 = u0 ∈ L2(Ω) (6.2)

for g = g(x, t) and u0 = u0(x) compatible with the obstacle in the sense of (2.8).

It is clear that all the results of the preceding sections still hold for the solution of (6.1)

as a consequence of the following proposition.

Proposition 6.1. Under the preceding assumptions (2.7), (2.8), (6.2) the unique strong

solution of (6.1) satisfies the estimates (2.15) and (3.2).

Proof. If the operator H = ∂t + A does not satisfy the condition (2.6), we consider a

constant µ > 0 such that, for all t ∈ [0, T ],

µ+ a0 −
1

2
(∇ · a) ≥ β > 0, ∀x ∈ Ω. (6.3)

Setting u = eµt û it is easy to see that û solve the coercive problem

û ∈ K̃ψ̂, û|Σ′
−∪Ω0

= ĥ :

∫
Q

(∂tû+Aû+ µ û− f̂) (v − û) dx dt ≥ 0, ∀ v ∈ Kψ̂

with f̂ = e−µt f , ĥ = e−µt h and ψ̂ = e−µt ψ, for which all previous results apply.

When Q is a cylinder, we may use the integration by parts formula (2.4) in a subset
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Qσ,t = Ω×]σ, t[, 0 ≤ σ < t < T , in the following form for any w ∈ L̃2
B(Qσ,t) and λ ∈ R:∫ τ

σ

∫
Ω

w(∂tw +Aw) eλt dx dt =

∫ τ

σ

∫
Ω

(
a0 −

1

2
∇ · a− λ

2

)
w2 eλt dx dt

+
1

2

∫ τ

σ

∫
∂Ω

(a · n)w2 eλt dτ dΓ +
1

2

∫
Ω

[w2(τ) eλτ − w2(σ) eλσ] dx. (6.4)

In order to consider the stability of the evolutionary problem as t → ∞ we need to

consider first the corresponding stationary problem in Ω.

We shall assume from now on that the coefficients of A are time independent, i.e.,

ai = ai(x) ∈ C1(Ω), i = 1, · · · , n, and a0 = a0(x) ∈ L∞(Ω), (6.5)

and coercive, i.e., satisfying (6.3) with µ = 0.

Decomposing Γ = ∂Ω as in Section 2, we set Γ− = {u ∈ ∂Ω: a·n < 0}, ℓ(x) = |a(x)·n(x)|
and we consider the Hilbert spaces

L2
A(Ω) = {v ∈ L2(Ω): Av ∈ L2(Ω)} and L̃2

A(Ω) = {v ∈ L2
A(Ω): v|Γ ∈ L2

ℓ(Γ)}

and we also consider in L̃2
A(Ω) the norm

∥v∥2# = ∥Av∥2L2(Ω) + ∥v∥2L2
ℓ(Γ−). (6.6)

For the stationary problem, we assume

f# ∈ L2(Ω), g# ∈ L2
ℓ(Γ−) and ψ# ∈ L̃2

A(Ω) with ψ# ≤ g# on Γ−, (6.7)

and we consider the convex sets

K ′
ψ#

= {v ∈ L2(Ω): v ≥ ψ# a.e. in Ω} and K̃ ′
ψ#

= K ′
ψ#

∩ L̃2
A(Ω). (6.8)

Under the coercivity assumption (6.3) with µ = 0 all the results in the previous sections

also apply to the first order stationary problem:

u# ∈ K̃ ′
ψ#
, u#|Γ− = g# :

∫
Ω

(Au# − f#) (v − u#) dx ≥ 0, ∀ v ∈ K ′
ψ#
. (6.9)

Let, for t ∈ [0,∞[,

ξ(t) =

∫ t+1

t

{∫
Ω

|f(τ)− f#|2 dx +

∫
Γ−

|g(τ)− g#|2 ℓ dΓ

}
dτ, (6.10)

η(t) =

∫ t+1

t

{∫
Ω

∣∣∣(∂t +A)ψ(t)−Aψ#

∣∣∣2 dx +

∫
Γ−

|ψ(t)− ψ#|2 ℓ dΓ

}
dτ. (6.11)

Theorem 6.1. Assuming (6.5) and (6.3) with µ = 0, if ξ(t) + η(t) → 0 as t → ∞, then

the solution u(t) of (6.1) is asymptotically stable in the sense

u(t) → u# in L2(Ω) as t→ ∞, (6.12)

where u# is the unique strong solution of (6.9).

Proof. Using the translation argument we may assume that ψ = ψ# = 0 without loss

of generality, since the assumption (6.11) reduces to (6.10) for the corresponding translated

data.

Since u(t) and u# satisfy the complementary problem (3.1), by integration in Ω first and,
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afterwards multiplication by eβt, we easily obtain for w(t) = u(t)− u# and τ > σ ≥ 0,∫ τ

σ

∫
Ω

w(∂tw +Aw) eβt dx dt

≤
∫ τ

σ

∫
Ω

w(f(t)− f#) e
βt dx dt

≤ β

2

∫ τ

σ

∫
Ω

w2 eβt dx dt +
1

2β

∫ τ

σ

∫
Ω

|f(t)− f#|2 eβt dx dt. (6.13)

On the other hand, using the formula (6.4) with λ = β and neglecting the nonnegative

terms, by (6.3) with µ = 0, we obtain∫ τ

σ

∫
Ω

w(∂tw +Aw) eβt dx dt ≥ β

2

∫ τ

σ

∫
Ω

w2 eβt dx dt − 1

2

∫ τ

σ

∫
Γ−

w2 eβt ℓ dΓ dt

+
1

2

∫
Ω

[w2(τ) eβτ − w2(σ) eβσ] dx.

(6.14)

Hence, combining (6.13) with (6.14) we have for all τ > σ ≥ 0,

eβτ
∫
Ω

w2(τ) dx − eβσ
∫
Ω

w2(σ) dx

≤
∫ τ

σ

{
1

β

∫
Ω

|f(t)− f#|2 dx +

∫
Γ−

|g(t)− g#|2 ℓ dΓ

}
eβt dt, (6.15)

which implies the estimate for all t > 0, t0 ≥ 0:∫
Ω

|u− u#|2 (t+ t0) dx ≤ e−βt
∫
Ω

|u− u#|2 (t0) dx + Cβ sup
t0<τ<t+t0

ξ(τ), (6.16)

where β > 0 and Cβ = (1 ∨ 1
β ) [1 + (1 − e−β)−1], by well-known results (see Remark 6.1,

below).

From (6.16) with t0 = 0 we obtain first that u− u# is bounded in L∞(0,∞;L2(Ω)) and,

afterwards, that ξ(t) → 0 as t→ ∞ implies the conclusion

∥u(t)− u#∥L2(Ω) → 0 as t→ +∞.

Remark 6.1. This type of global behaviour of solutions is similar to other nonlinear

evolution equations (see, for instance, [9]), in particular, in monotone parabolic variational

inequalities. The passage of (6.15) to (6.16) follows by the elementary standard estimate

(after changing variables)∫ t

0

φ(t0 + s) eβ(s−t) ds

=

n−1∑
k=0

∫ k+1

k

φ(t0 + s) e−β(t−s) ds +

∫ t

n

φ(t0 + s) e−β(t−s) ds

≤Mt

(n−1∑
k=0

e−β(t+k−1) + 1
)

≤ Mt

(n−1∑
j=1

e−jβ + 1
)
=Mt[(1− e−β)−1 + 1],

where Mt = sup
t<τ<t+t0

ξ(τ) and ξ(t) =
∫ t+1

t
φ(τ) dτ as in (6.10).

As in Section 4 we can also show that (6.12) with the nondegeneracy condition (4.5) for

the stationary problem yields the asymptotic stability of the coincidence sets.
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Theorem 6.2. Under the assumptions of Theorem 6.1, let the condition (4.5) be fulfilled

for ψ# and f#. Then, if χ(t) = χ{u(t)=ψ(t)} and χ# = χ{u#=ψ#} denote respectively

the characteristic functions of the coincidence sets of the evolutionary and the stationary

problems (6.1) and (6.9), we have

χ(t) → χ# in Lp(Ω), 1 ≤ p <∞ as t→ ∞. (6.17)

Proof. We can argue as in the proof of Theorem 4.1, by passing to the limit t → ∞ in

the equation for u = u(t)

Hu− (Hψ − f)χ = f a.e. Ω, t > 0, (6.18)

in the sense of distributions, by noting that u(t) → u# in L2(Ω) implies ∂tu(t)⇀ 0 in a weak

sense. Here we can use the argument of Lions (see [6], p. 509) for the translated functions

w(t) = u(t)− ψ(t) and w# = u# − ψ#, by noting that ŵ(t) = w(t)− w# → 0 as t → ∞ in

the sense ∫ t+1

t

∥ŵ(τ)∥2L2(Ω) dτ =

∫ 1

0

∥ŵ(σ + t)∥2L2(Ω) dσ −→ 0.

Then the argument of Theorem 4.1 shows first that, if we denote by χ̂ ∈ L∞(0,∞;L∞(0,

1;L∞(Ω))) the function

χ̂(t) : ]0, 1[ ∋ σ −→ χ(σ + t) ∈ L∞(0,∞;L∞(Ω)),

we obtain from (6.18) that as t→ ∞
χ̂(t) → χ̂# = χ# first in L∞(0, 1;L∞(Ω))-weak*,

and, since they are characteristic functions, also strongly in Lp(0, 1;Lp(Ω)) for any 1 ≤ p

<∞, which yields (6.17).
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