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HILBERT-DIRAC OPERATORS IN
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Abstract

Around the central theme of “square root” of the Laplace operator it is shown
that the classical Riesz potentials of the first and of the second kind allow for an
explicit expression of so-called Hilbert-Dirac convolution operators involving natural
and complex powers of the Dirac operator.
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§ 1 . Introduction

This paper is at the crosspoint of the following concepts: the multi–dimensional Hilbert
transform, the Dirac operator, Riesz potentials and Clifford distributions, linked together
by the concept of “square root of the Laplace operator”.

The Riesz potential (see e.g. [?]) Iγ defined by

Iγ [f ](x) =
1

Hm(γ)

∫

Rm

f(y)|x− y|γ−mdV (y) ,

with

Hm(γ) = 2γπ
m
2

Γ
(

γ
2

)

Γ
(

m−γ
2

)

is a scalar convolution operator; for γ = −1 one obtains, up to a constant, the so-called
“square root of (−∆)”, ∆ being the Laplace operator. On the other hand, the Dirac operator
∂, which is at the heart of Clifford analysis, satisfies ∂2 = −∆, and thus may be considered
as a Clifford vector valued “square root of (−∆)”.

Apparently both “square roots of (−∆)” have a distinct nature. Nevertheless they are
linked to each other by means of the Hilbert transform of Clifford analysis: it is well known
that the Hilbert and the Dirac operator are commuting and that their composition is a scalar
valued convolution operator which is precisely the “square root of (−∆)” in the sense of Riesz
potentials. We call this composition of operators the Hilbert-Dirac operator. In Section 4
we consider the composition of the Hilbert operator with natural and complex powers of the
Dirac operator. We construct explicit formulae for those compositions in terms of scalar and
Clifford vector valued convolution operators, the properties of which are recalled in Section
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3. In order to keep the paper self-contained, an introduction to Clifford analysis is given in
Section 2. In Section 5 we briefly reflect upon the nature of operators such as the Dirac and
the Hilbert-Dirac operator and the connections between them. Finally in Section 6 we revert
to the historical background of the Riesz potentials and the Hilbert operator and show how
the convolution kernels in our Clifford setting are linked to the traditional ones of classical
potential theory.

§ 2 . Clifford Analysis

For the reader who is not familiar with Clifford analysis, we give a quick overview of the
basic notions and results of this function theory which may be regarded as a generalization
in a higher dimensional setting of the theory of holomorphic functions in the complex plane.
For more details, we refer the reader to [2, 9].

Let R0,m be the real vector space Rm, endowed with a non-degenerate quadratic form
of signature (0, m), let (e1, · · · , em) be an orthonormal basis for R0,m, and let R0,m be the
universal Clifford algebra constructed over R0,m. The non-commutative multiplication in
R0,m, the so-called geometric product, is governed by the rules

e2
i = −1, i = 1, 2, · · · ,m and eiej + ejei = 0, 1 ≤ i 6= j ≤ m.

A basis for the Clifford algebra R0,m is obtained by considering for any set A = {i1, · · · , ih} ⊂
{1, · · · ,m} with 1 ≤ i1 < i2 < · · · < ih ≤ m the element eA = ei1ei2 · · · eih

. For the empty
set φ, we put eφ = 1, the latter being the identity element; then any a ∈ R0,m may thus be
written as

a =
∑

A

aA eA, aA ∈ R, (2.1)

or still as a =
m∑

k=0

[a]k, where [a]k =
∑
|A|=k

aA eA is a k-vector (k = 0, 1, · · · ,m). If we denote

the space of k-vectors by Rk
0,m, then R0,m =

m∑
k=0

⊕Rk
0,m, leading to the identification of R and

R0,m with R0
0,m and R1

0,m respectively. We will also identify an element x = (x1, · · · , xm) ∈
Rm with the Clifford one-vector (or vector for short)

x =
m∑

j=1

xj ej .

For the geometric product of two vectors, one gets x y = x • y + x ∧ y, where

x • y = −〈x, y〉 = −
m∑

j=1

xjyj =
1
2
(x y + yx)

is a scalar and

x ∧ y =
∑

i<j

eiej(xiyj − xjyi) =
1
2
(x y − yx)

is a 2-vector, also called a bivector. In particular x2 = x • x = −|x|2.
Conjugation in R0,m is defined as the anti-involution for which ej = −ej , j = 1, · · · , m.

In particular for a vector x, we have x = −x.



HILBERT-DIRAC OPERATORS IN CLIFFORD ANALYSIS 3

The Dirac operator in Rm is the first order vector valued differential operator

∂ =
m∑

j=1

ej ∂xj
,

its fundamental solution being given by Em(x) = 1
am

x
|x|m , with am the area of the unit

sphere Sm−1 in Rm.
Considering functions f defined on Rm and taking values in R0,m, i.e. f : Rm −→ R0,m,

we say that such a function is left monogenic, respectively right monogenic, in the open
region Ω of Rm iff f is continuously differentiable in Ω and satisfies in Ω the equation

∂ f :=
∑

A

m∑

i=1

eieA∂xifA(x) = 0,

respectively

f ∂ :=
∑

A

m∑

i=1

eAei∂xifA(x) = 0.

Here, fA(x) are the real valued components of f with respect to the chosen Clifford basis,
see (??).

As ∂ f = f ∂ = −f∂, a function f is left monogenic in Ω iff f is right monogenic in Ω.
As moreover the Dirac operator factorizes the Laplace operator, i.e. −∂2 = ∂ ∂ = ∂ ∂ = ∆,

where ∆ =
m∑

j=1

∂2
xj

, a (left or right) monogenic function in Ω is harmonic and hence C∞ in

Ω. Introducing spherical co-ordinates x = rω, r = |x|, ω ∈ Sm−1, gives rise to the Clifford
vector valued locally integrable function ω, which is to be seen as the higher dimensional
analogue of the signum distribution on the real line.

In a similar way we consider the Cauchy-Riemann operator D in Rm+1, defined as

D = ∂x0 + ∂ = ∂x0 +
m∑

j=1

ej ∂xj ,

where (x0, · · · , xm) ∈ Rm+1 and (e0, · · · , em) is the corresponding basis of R0,m+1. We then
introduce a second notion of monogenicity, viz monogenicity with respect to the Cauchy-
Riemann operator D, for functions defined on Rm+1. Such a function is said to be left
monogenic, respectively right monogenic, w.r.t D in the open region Ω of Rm+1 iff f is
continuously differentiable in Ω and satisfies in Ω the equation Df = 0, respectively fD = 0.

§ 3 . The Distributions T �� and U��
In [3] and [4], the distributions Tλ = Fp rλ and Uλ = Fp rλω, (r = |x|, λ ∈ C) and

their generalized versions are thoroughly studied. The distributions Tλ are of course very
classical. The distributions Uλ are Clifford vector valued; they have vectorial analogues
which were introduced in the 1950’s. For a short historical comment we refer the reader to
Section 6.

We normalize these two families of distributions as follows:




T ∗λ = π
λ+m

2
Tλ

Γ
(

λ+m
2

) , λ 6= −m− 2l, l = 0, 1, 2, · · · ,

T ∗−m−2l =
π

m
2 −l

22lΓ
(

m
2 + l

) (−∆)lδ(x), l = 0, 1, 2, · · ·
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and




U∗
λ = π

λ+m+1
2

Uλ

Γ
(

λ+m+1
2

) , λ 6= −m− 2l − 1, l = 0, 1, 2, · · · ,

U∗
−m−2l−1 = − π

m
2 −l

22l+1 Γ
(

m
2 + l + 1

) ∂2l+1δ(x), l = 0, 1, 2, · · · .

Thus we obtain two entire mappings λ 7→ T ∗λ and λ 7→ U∗
λ from C to S ′(Rm).

The fundamental properties of the tempered distributions T ∗λ and U∗
λ are listed in the

following lemma; their proofs are rather straightforward. For the properties in frequency
space we adopt as definition of the Fourier transform:

F [f(x)](y) =
∫

Rm

f(x) exp(−2πi 〈x, y〉)dV (x).

Lemma 3.1. For all λ ∈ C, one has
( i ) x T ∗λ = λ+m

2π U∗
λ+1; x U∗

λ = U∗
λ x = −T ∗λ+1;

(ii) ∂ T ∗λ = λ U∗
λ−1; ∂ U∗

λ = U∗
λ ∂ = −2π T ∗λ−1;

(iii) F [T ∗λ ] = T ∗−λ−m; F [U∗
λ ] = −i U∗

−λ−m.

As convolution kernels they give rise to what we call the Riesz potentials of the first and
of the second kind:

Pγ
T [f ] = T ∗γ−m ∗ f, Pγ

U [f ] = U∗
γ−m ∗ f, f ∈ S(Rm).

For the connection with the traditional Riesz potentials, see Section 6.
As particular cases the definitions of complex powers of the Laplace operator (see e.g. [?])

and of the Dirac operator (see [9]) arise; for f ∈ S(Rm) one has, for β ∈ C\{−m
2 −l, l ∈ N0},

(−∆)β [f ] =
22β Γ

(
m
2 + β

)

π
m
2 −β

T ∗−m−2β ∗ f,

and for α ∈ C\{−m− l, l ∈ N0},

∂α[f ] =
1 + exp(iπα)

2
2α Γ

(
m+α

2

)

π
m−α

2

T ∗−m−α ∗ f − 1− exp(iπα)
2

2α Γ
(

m+α+1
2

)

π
m−α+1

2

U∗
−m−α ∗ f.

Note that in particular the “square root of the negative Laplacian” is given by

(−∆)
1
2 [f ](x) =

4π

am+1
T ∗−m−1 ∗ f(x) = −Γ

(
m+1

2

)

π
m+1

2

Fp

∫

Rm

f(u)
|x− u|m+1

dV (u),

which is a scalar valued convolution operator, as opposed to the Clifford vector valued Dirac
operator ∂ for which also holds ∂2 = −∆.

§ 4 . Hilbert-Dirac Operators

4.1. Introduction

It was shown in [3] that the “finite part” distribution U−m = U∗
−m is nothing else but the

“principal value” distribution Pv ω
rm , enabling a comprehensive and elegant definition of the



HILBERT-DIRAC OPERATORS IN CLIFFORD ANALYSIS 5

Hilbert transform in m-dimensional Euclidean space, viz the convolution with the Hilbert
kernel

H =
2

am+1
Pv

ω

rm
= −Γ

(
m+1

2

)

π
m+1

2

U∗
−m

(see [7, 10] and Section 6 for a historical comment). For a suitable function f , its Hilbert
transform is defined as a Riesz potential of the first kind, by

H[f ] = H ∗ f =
2

am+1
Pv

ω

rm
∗ f = −Γ

(
m+1

2

)

π
m+1

2

P0
U [f ]

or

H[f ](x) =
2

am+1
lim

ε→0+

∫

|x−y|>ε

x− y

|x− y|m+1
f(y)dV (y)

=
2

am+1
Pv

∫

Rm

u

|u|m+1
f(x− u)dV (u).

In [1] it has been investigated on which maximal space of functions this Hilbert trans-
form can be defined; in particular the Hilbert operator H is a bounded linear operator on
L2(Rm;R0,m).

The Hilbert transform arises in a natural way by considering boundary values (in L2

or in distributional sense) of the Cauchy transform in Rm+1 of an appropriate function
or distribution in Rm. This Cauchy transform may be defined for a suitable function or
distribution f as the convolution

C[f ](x0, x) = E(x0, · ) ∗ f( · )(x)

with the Cauchy kernel

E(x0, x) =
1

am+1

x0 − x

|x0 + x|m+1
,

which is the fundamental solution in Rm+1 of the Cauchy-Riemann operator D = ∂x0 + ∂.
Taking limits for x0 → 0 and identifying Rm with the hyperplane {x0 = 0} in Rm+1, the
following distributions in Rm are obtained:

E(0+, x) = lim
x0→0+

E(x0, x), E(0−, x) = lim
x0→0−

E(x0, x).

They are the counterparts in Rm of the distributions 1
x±i0 on the real line and satisfy the

well-known relations

E(0+, x) =
1
2
δ(x) +

1
2
H(x),

E(0−, x) = −1
2
δ(x) +

1
2
H(x),

which are equivalent to the well-known distributional limits

lim
x0→0±

Px0(x) = lim
x0→0±

1
am+1

2x0

|x0 + x|m+1
= ±δ(x),

lim
x0→0±

Qx0(x) = lim
x0→0±

1
am+1

2x

|x0 + x|m+1
=

2
am+1

Pv
ω

rm
= H(x),
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where Px0(x) is the Poisson kernel and Qx0(x) its conjugate harmonic in Rm+1\Rm.
If in particular f ∈ L2(Rm;R0,m), then C[f ](x0, x) is in the Hardy spaces H2(Rm+1

± ;R0,m)
and its non-tangential limits C±[f ] for x0 → 0± satisfy the so-called Plemelj-Sokhotzki
formula (see also [8, 10, 14]):

C±[f ](x) = lim
x0→0±

C[f ](x0, x) = ±1
2
f(x) +

1
2
H[f ](x) for a.e. x ∈ Rm.

4.2. Kernels involving natural powers of the Dirac operator

Let p be a natural number. We define in Rm+1 the (p)-Cauchy kernels by

E(p)(x0, x) = E(x0, x) ∂p.

It is clear that in Rm+1\{0}, each E(p)(x0, x) is left-monogenic w.r.t. the Cauchy-Riemann
operator ∂x0 + ∂, while in distributional sense

(∂x0 + ∂)E(p)(x0, x) = ∂pδ(x0, x).

Now we investigate the distributional limits of E(p)(x0, x) for x0 → 0±.

Proposition 4.1. For all p ∈ N, one has

E(p)(0±, x) = lim
x0→0±

E(p)(x0, x) = ±1
2
∂pδ(x) +

1
2
H∂p(x).

Proof. For any testing function φ, one has

lim
x0→0±

〈E(p)(x0, x), φ〉 = lim
x0→0±

〈E(x0, x)∂p, φ〉 = lim
x0→0±

(−1)p〈E(x0, x), ∂pφ〉

=
〈
± 1

2
δ(x) +

1
2
H(x), ∂pφ

〉
=

〈
± 1

2
∂pδ(x) +

1
2
H∂p(x), φ

〉
.

Corollary 4.1. For all p ∈ N the distributions ∂pδ(x) in Rm may be obtained by the
distributional limits

∂pδ(x) = lim
ε→0+

( 1
am+1

2ε

|ε + x|m+1

)
∂p.

In particular, for p = 1, one gets

∂δ = lim
ε→0+

m + 1
am+1

2εx

|ε + x|m+3
.

Corollary 4.2. For all p ∈ N the distributions H ∂p in Rm may be obtained by the
distributional limits

H∂p(x) = lim
ε→0+

1
am+1

( −2x
|ε + x|m+1

)
∂p.

In particular, for p = 1, one gets

lim
ε→0+

2
am+1

mε2 − |x|2
|ε + x|m+3

= H∂.
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The convolution kernel H∂ = ∂H appearing in the particular case of the above Proposi-
tion ?? is the real convolution kernel of the “square root of the negative Laplace operator”,
since

H∂ = ∂H = ∂
(
− Γ

(
m+1

2

)

π
m+1

2

U∗
−m

)

= 2π
Γ

(
m+1

2

)

π
m+1

2

T ∗−m−1 =
4π

am+1
T ∗−m−1 = − 2

am+1
Fp

1
rm+1

,

or
∂H ∗ f = H∂ ∗ f = (−∆)

1
2 [f ].

This convolution kernel gives rise to the composition of the Hilbert and the Dirac operator,
which are known to be commutative operators (see e.g. [?])

H[∂f ] = H ∗ ∂f = H∂ ∗ f = ∂H ∗ f = ∂ H[f ].

We call H∂ = ∂H the Hilbert-Dirac convolution kernel and H∂ = ∂H the Hilbert-Dirac
operator:

H∂[f ] = ∂H[f ] = H∂ ∗ f = ∂H ∗ f.

In the same order of ideas, we readily obtain the following results concerning the Hilbert
operator and the natural powers of the Dirac operator.

Proposition 4.2. For all p ∈ N, the operators H and ∂p are commuting operators; their
composition H∂p is the convolution operator with kernel H∂p = ∂pH:

H∂p[f ] = H[∂pf ] = ∂pH[f ] = H∂p ∗ f = ∂pH ∗ f.

For p = 2k + 1 odd, H∂2k+1 is the scalar convolution kernel

H∂2k+1 = ∂2k+1H =
4π

am+1
T ∗−m−1∂

2k

=
2(2π)k+1

am+1
(m + 1)(m + 3) · · · (m + 2k − 1)T ∗−m−2k−1.

For p = 2k even, H ∂2k is the Clifford-vector convolution kernel

H∂2k = ∂2kH = H(−∆)k = − 2
am+1

U∗
−m∂2k

= −2(2π)k

am+1
(m + 1)(m + 3) · · · (m + 2k − 1)U∗

−m−2k.

Combining Propositions ?? and ??, we obtain that the distributions Ep(0±, x) may be
expressed in terms of the T ∗λ and the U∗

λ distributions as follows:

E(2k)(0±, x) = ±22k−1Γ
(

m
2 + k

)

π
m
2 −k

T ∗−m−2k −
22k−1Γ

(
m+1

2 + k
)

π
m+1

2 −k
U∗
−m−2k,

E(2k+1)(0±, x) = ∓22kΓ
(

m
2 + k + 1

)

π
m
2 −k

U∗
−m−2k−1 +

22kΓ
(

m+1
2 + k

)

π
m−1

2 −k
T ∗−m−2k−1,
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which in frequency space read

F [E(2k)(0±, x)](y) = ± 1± iξ

2
(2π)2kρ2k,

F [E(2k+1)(0±, x)](y) =
1± i ξ

2
(2π)2k+1ρ2k+1,

where ψ+ =
1+iξ

2 and ψ− =
1−iξ

2 are the so-called Clifford-Heaviside functions satisfying

ψ+ + ψ− = 1; ψ+ψ− = ψ−ψ+ = 0; (ψ+)2 = ψ+; (ψ−)2 = ψ−.

The distributions ψ+ and ψ− were introduced independently by Sommen in [?] and McIntosh
in [?] and are to be seen as the higher dimensional counterparts of the Heaviside distributions
Y (x) and Y (−x) on the real line.

In their turn the distributions E(p)(0±, x) are the higher dimensional analogues of the
one-dimensional distributions

1
(x± i0)p

=
(−1)p

(p− 1)!
dp−1

dxp−1

1
x± i0

=
1
xp

∓ iπ
(−1)p

(p− 1)!
δ(p−1)

with Fourier transform

F
[ 1
(x± i0)p

]
(y) =

(−1)p

(p− 1)!
(2πi)p+1 yp Y (∓y).

If in particular f is in L2(Rm;R0,m), then the above distributional considerations lead
to the following result.

Proposition 4.3. If the function f is such that for some n ∈ N, ∂pf ∈ L2(Rm;R0,m)
for all p = 0, 1, 2, · · · , n, then its (p)-Cauchy transforms

C(p)[f ](x0, x) = E(p)(x0, · ) ∗ f( · )(x)

all belong to the Hardy spaces H2(Rm+1
± ;R0,m), their non-tangential L2 boundary values are

given by
C(p)±[f ](x) := lim

x0→0±
C(p)[f ](x0, x) = C±[∂pf ],

and moreover
H[∂pf ] = H∂p ∗ f.

Proof. Let p ∈ {0, 1, 2, · · · , n}. As ∂pf ∈ L2(Rm;R0,m) its Cauchy transform

C[∂pf ](x0, x)

is in the Hardy spaces H2(Rm+1
± ;R0,m) and its nontangential limits C±[∂pf ] satisfy

C±[∂pf ](x) = lim
x0→0±

C[∂pf ](x0, x) = ±1
2
∂pf +

1
2
H[∂pf ](x). (4.1)

But

C[∂pf ](x0, x) = E(x0, · ) ∗ ∂pf( · )(x) = E(x0, · )∂p ∗ f( · )(x)

= E(p)(x0, · ) ∗ f( · )(x) = C(p)[f ](x0, x),
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and hence
lim

x0→0±
C(p)[f ](x0, x) = lim

x0→0±
C[∂pf ](x0, x),

and also, by (??) and Proposition ??,

±1
2
∂pδ ∗ f +

1
2
H∂p ∗ f = ±1

2
∂pf +

1
2
H[∂pf ].

Corollary 4.3. The operators H∂p = ∂pH, p = 1, · · · , n are bounded operators from
the Sobolev space Wn

2 (Rm;R0,m) into Wn−p
2 (Rm;R0,m).

4.3. Kernels involving complex powers of the Dirac operator

Using a result on the convolution of the T ∗λ and U∗
λ distributions (see [5]), viz

T ∗−m−µ ∗ U∗
−m = U∗

−m ∗ T ∗−m−µ = π
m
2

Γ
(

m+µ+1
2

)

Γ
(

m+1
2

)
Γ

(
m+µ

2

)U∗
−m−µ,

U∗
−m ∗ U∗

−m−µ = U∗
−m−µ ∗ U∗

−m = π
m
2 +1 Γ

(
m+µ

2

)

Γ
(

m+1
2

)
Γ

(
m+µ+1

2

)T ∗−m−µ,

it is easily shown that the Hilbert operator H and complex powers of the Dirac operator
∂µ, µ ∈ C, are commuting operators; their composition H[∂µ· ] = ∂µH[ · ] is a convolution
operator with kernel

∂µH = H∂µ =
1− exp(iπµ)

2
2µ Γ

(
m+µ

2

)

π
m−µ

2

T ∗−m−µ −
1 + exp(iπµ)

2
2µ Γ

(
m+µ+1

2

)

π
m−µ+1

2

U∗
−m−µ.

The convolution kernel ∂µH = H∂µ also arises as part of the boundary value of the (µ)-
Cauchy kernel

E(µ)(x0, x) = E(x0, x)∂µ, µ ∈ C,

yielding the distributions in Rm:

E(µ)(0±, x) = lim
x0→0±

E(µ)(x0, x) = ± 1
2

∂µδ +
1
2
H∂µ,

or

E(µ)(0+, x) = 2µ−1 Γ(m+µ
2 )

π
m−µ

2

T ∗−m−µ − 2µ−1 Γ(m+µ+1
2 )

π
m−µ+1

2

U∗
−m−µ

and

E(µ)(0−, x) = − exp (iπµ)
(
2µ−1 Γ(m+µ

2 )

π
m−µ

2

T ∗−m−µ + 2µ−1 Γ(m+µ+1
2 )

π
m−µ+1

2

U∗
−m−µ

)
,

which in frequency space take the form

F [E(µ)(0+, x)](y) = (2π)µTµ

1 + iξ

2

and

F [E(µ)(0−, x)](y) = − exp (iπµ)(2π)µTµ

1− iξ

2
.

For natural values of µ all these formulae reduce to the similar expressions in Subsection
4.2.
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§ 5 . A Reflection on the Nature of Some Operators

All operators discussed above are translation-invariant linear operators which thus can
be represented by a multiplication operator on the Fourier transform side, i.e. for such an
operator L there is a function α(y), called multiplier or symbol of the operator, such that

F [L[f ]](y) = α(y)F [f ](y),

or alternatively, at least on test functions f ∈ S:

L[f ] = K ∗ f,

where the distribution K is given by F [K] = α. One could say that the Fourier transform
acts as a mirror between “convolution space” and “multiplication space”. The symbols of
the operators considered so far may also be found, up to constants, in a formal way, as we
will explain now.

Take e.g. the scalar operator r2 =
m∑

j=1

x2
j = (ix)2 acting as a multiplication operator

by juxtaposition. Replacing formally xj by ∂xj
, for all j = 1, · · · ,m, the Laplace operator

∆ =
m∑

j=1

∂2
xj

is obtained, which we interpret as a convolution operator for which

F [(−∆)δ ∗ f ] = 4πr2F [f ].

The same holds for the Clifford vector multiplication operator ix = i
m∑

j=1

ejxj and its con-

volution counterpart, the Dirac operator ∂ =
m∑

j=1

ej∂xj , for which

F [∂δ ∗ f ] = 2πixF [f ].

The Hilbert-Dirac operator H∂ = ∂H = (−∆)1/2 is a scalar convolution operator with
convolution kernel H∂ = ∂H; clearly its counterpart in “multiplication space” is |ix| = r
and indeed:

F [H∂ ∗ f ] = 2
√

πrF [f ].

Now observing that in “multiplication space” ix
r = iω, its counterpart in “convolution space”

should be obtained in a formal way by dividing ∂ by H∂ = (−∆)1/2:

∂

(−∆)1/2
=

∂

H∂
=

H∂

H2∂
=

H∂

∂
= H,

since, as is well known,

H2[f ] = H[H[f ]] = H ∗ (H ∗ f) = (H ∗H) ∗ f

and

H ∗H =
(

Γ
(

m+1
2

)

π
m+1

2

)2

U∗
−m ∗ U∗

−m = δ.

And indeed, this formal reasoning is given sense by

F [H[f ]] = F [H ∗ f ] = iωF [f ].

So we can draw the “Fourier-conversion” table (see Table 1), where we have used the notation
z±µ = 1±exp (iπµ)

2 .
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Table 1. Fourier Conversion Table

convolution operators multiplication operators

∂ = −2π
Γ
�

m
2

+ 1
�

π
m
2 +1

U∗−m−1∗ ix = iU1

−∆ = ∂2 = (2π)2
Γ
�

m
2

+ 1
�

π
m
2 +1

T ∗−m−2∗ r2 = (ix)2 = T2

∂2k+1 = −(2π)2k+1
Γ
�

m
2

+ k + 1
�

π
m
2 +k+1

U∗−m−2k−1∗ (ix)2k+1 = iU2k+1

∂2k = (2π)2k
Γ
�

m
2

+ k
�

π
m
2 +k

T ∗−m−2k∗ r2k = (ix)2k = T2k

H∂ = (−∆)1/2 = |∂| = 2π
Γ
�

m+1
2

�
π

m+1
2

T ∗−m−1∗ r = |ix| = T1

∂

|∂| =
∂

(−∆)1/2
= H = − 2

am+1
U−m∗ ix

|x| = ix
r

= iω = iU0

H∂2k+1 =
2(2π)k+1

am+1
(m + 1)(m + 3) · · · (m + 2k − 1)T ∗−m−2k−1∗ |ix|2k+1 = r2k+1 = T2k+1

H∂2k = −2(2π)k

am+1
(m + 1)(m + 3) · · · (m + 2k − 1)U∗−m−2k∗ iω|ix|2k = iU2k

∂µ = z+
µ aµ T−m−µ ∗ −z−µ bµ U−m−µ∗ (ix)µ = z+

µ Tµ + i z−µ Uµ

(−∆)µ = cµ T−m−2µ∗ r2µ = T2µ

H∂µ = z−µ aµ T−m−µ ∗ −z+
µ bµ U−m−µ∗ iω(ix)µ = z−µ Tµ + iz+

µ Uµ

Note that the symbol of the Hilbert operator H, viz iω = iU0, is a bounded function,
which reflects the boundedness of the operator H : L2(Rm;R0,m) −→ L2(Rm;R0,m). More-
over iω is the only multiplication operator in the table which is a homogeneous function
of order zero, which is in accordance with the dilation-invariance of H and the fact that
H[f ] = H ∗ f is a singular integral operator.

Note also the polynomial character of the symbols of the operators H∂p = ∂pH, p ∈ N,
reflecting their boundedness between the Sobolev spaces Wn

2 and Wn−p
2 (n ≥ p).

Finally, note the strongly unifying character of the T ∗λ and U∗
λ operators in all of these.

§ 6 . Historical Comment

The radial distributions Tλ = Fp rλ, r = |x|, λ ∈ C, are of course well known. In [?]
Riesz introduced their normalizations

Rα =
1

2απ
m
2

Γ
(

m−α
2

)

Γ
(

α
2

) Fprα−m =
Γ

(
m−α

2

)

2απ
α+m

2

T ∗α−m, α 6= −2l, α 6= m + 2l, l ∈ N0,

R−2l = (−∆)lδ =
22lΓ

(
m
2 + l

)

π
m
2 −l

T ∗−m−2l, l ∈ N0,

Rm+2l =
2(−1)l

π
m
2 2m+2lΓ

(
m
2 + l

)
l!

r2l
(

log
1
πr

+ Am,l

)
, l ∈ N0,
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where

Am,l =
1
2

(
1 +

1
2

+ · · ·+ 1
l
− C

)
+

1
2

Γ′
(

m
2 + l

)

Γ
(

m
2 + l

)

and C is Euler’s constant. The classical Riesz potential then reads

Iγ [f ] = Rγ ∗ f, f ∈ S.

Defined in this way these Riesz normalisations satisfy convolution formulae of a very simple
form

Rα ∗Rβ = Rα+β ,

and their Fourier transforms are simply given by

F [Rα] =
1

(2π)m

1
ρα

.

However note that, when ignoring the additional definition of Rm+2l, Rα shows simple poles
at α = m + 2l, l ∈ N0. Moreover F [R−2l] and F [Rm+2l], l ∈ N0 are no Riesz kernels
anymore, whereas T ∗λ is an entire function of λ ∈ C and the Fourier transform is a bijection
in the family {T ∗λ : λ ∈ C}.

In [?] Horváth introduced the vectorial kernels

~Nα = −~∇Rα+1,

which, for α 6= −2l − 1 and α 6= m + 2l + 1, l ∈ N0, are given by

~Nα =
1

2απ
m
2

Γ
(

m−α+1
2

)

Γ
(

α+1
2

) ~x

rm−α+1
.

These kernels satisfy the convolution formulae

~Nα ∗ ~Nβ = −Rα+β ,

where the convolution of the two vector valued distributions has to be taken in the sense of
a scalar product.

If the Euclidean vector ~x is identified with the Clifford vector x, then the Horváth kernels
~Nα correspond to the Clifford distributions

~Nα ≈
Γ

(
m−α+1

2

)

2απ
α+m+1

2

U∗
α−m.

Again note that ~Nα shows simple poles at α = m + 2l + 1, l ∈ N0, whereas U∗
α−m is an

entire function of λ ∈ C. The convolution of ~Nα with an appropriate function, say a rapidly
decreasing one, then gives rise to the vectorial counterpart of our Clifford vector valued
Riesz potentials of the second kind.

For α = 1 the Horváth kernel turns into the vectorial kernel of Newtonian force

~N1 =
Γ

(
m
2

)

2π
m
2

~x

rm
,

in which one recognizes, after identification and up to a minus sign, the fundamental solution
of the Dirac operator ∂:

~N1 ≈ 1
am

ω

rm−1
=

Γ
(

m
2

)

2π
m
2 +1

U∗
1−m.
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The relation ~∇◦ ~N1 = δ in [?], where the nabla operator ~∇ is acting as a divergence, is then
the vectorial equivalent of the formula

∂
(
− Γ

(
m
2

)

2π
m
2 +1

U∗
1−m

)
= δ

(see Lemma ??(ii)), where the Dirac operator ∂ acts under geometric multiplication.
In the special case where α = 0, the Horváth kernel

~N0 =
Γ

(
m+1

2

)

π
m+1

2

~x

rm+1
=

2
am+1

~x

rm+1

is a vectorial generalization to Rm of the Pv 1
x kernel on the real line. It satisfies the

reciprocity formula
~N0 ∗ ~N0 = −δ,

which was proved first in [?]. This kernel leads to the vectorial Hilbert transform in Rm,
the components of which are the so-called Riesz-transforms Rj , j = 1, · · · ,m, given by

Rjf(~x) = lim
ε→0+

2
am+1

∫

|~x−~y|>ε

xj − yj

|~x− ~y|m+1
f(~y)dV (~y).

For a nice historical background of the Hilbert transform we refer the reader to [7] and
[8]. Note that ~N0 corresponds, up to a minus sign, to the Hilbert convolution kernel in the
Clifford setting

− ~N0 ≈ 2
am+1

Pv
ω

rm
= −Γ

(
m+1

2

)

π
m+1

2

U∗
−m,

which was introduced in the 1980’s when exploring the deeper relationship between Clifford
analysis and classical analysis in Euclidean space. However, to the authors’ knowledge, the
first one to have considered the Hilbert convolution kernel as a function taking values in
the subspace R1

0,m of Clifford vectors, is Horváth in [?]; there he establishes the reciprocity
property H ∗H = δ by proving that the bivector part of H ∗H is indeed zero.

Finally, the scalar convolution operator

Λ = ~∇ ◦ ~N0 = −~∇ ◦ (~∇R1) = (−∆)R1 = R−1

satisfies

Λ ∗ Λ = −∆,

a result which already figures in [6]; one recognizes in Λ the Hilbert-Dirac kernel

H∂ = ∂H =
4π

am+1
T ∗−m−1

discussed above.
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