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1 Introduction

The purpose of this paper is to study the large time behavior of the Stochastic Differential
Equation (SDE in short) in a Hilbert space H,





dX(t) = (AX(t) + F (X(t)))dt + B(X(t))dW (t), t > 0,

X(0) = x ∈ H,

satisfying the dissipative condition (see Section 2 for details). The known study is usually real-
ized from the dynamical or analytical point of view, e.g., establishing the exponential conver-
gence in some functions space of transition semigroup or log-Sobolev inequality for its invariant
measure, see [7] and [5] and references therein. In this work we shall adopt the probabilistic
point of view, i.e., establishing the Talagrand T2-transportation inequality and the log-Sobolev
inequality on the path space C([0, T ],H) (or L2([0, T ],H)) for the law of X( · ) with respect to
(w.r.t. in short) the L2([0, T ],H)-metric. Those inequalities, according to Ledoux [13] et al.,
imply the sharp concentration inequalities for

P
( 1

T

∫ T

0

V (X(s))ds ∈ ·
)
,

a central object in the probabilistic understanding of the ergodic behavior of X. Let us first
recall the transportation inequality.
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Let (E, d) be a metric space equipped with σ-field B such that d( · , · ) is B×B-measurable.
Given p ∈ [1,+∞] and two probability measures µ and ν on E, the Wasserstein distance is
defined by

Wp(µ, ν) = inf
( ∫∫

dp(x, y)dπ(x, y)
)1/p

, (1.1)

where the infimum is taken over all probability measures π on the product space E × E with
marginal distributions µ and ν (saying couplings of (µ, ν)).

The relative entropy of ν w.r.t. µ, denoted by H(ν/µ), is given by

H(ν/µ) =





∫
log

dν

dµ
dν, if ν ¿ µ,

+∞, otherwise.
(1.2)

We say that the probability measure µ satisfies the Lp-transportation inequality on (E, d)
if there exists a constant C ≥ 0 such that for any probability measure ν,

Wp(µ, ν) ≤
√

2CH(ν/µ) . (1.3)

To be short we write µ ∈ Tp(C) for this relation. The cases “p = 1” and “p = 2” are
particularly interesting. That T1(C) is related to the phenomenon of measure concentration
was emphasized by K. Marton [14, 15], Bobkov and Götze [3] and amply explored by Ledoux
[13]. Recently H. Djellout, A. Guillin and the first named author [4] proved the following
criterion: µ ∈ T1(C) iff for some δ > 0,

∫∫

E2
eδd2(x,y)µ(dx)µ(dy) < +∞.

The T2(C), stronger than T1(C), was first established by Talagrand [18] for the Gaus-
sian measure, and it has been brought into relation with the log-Sobolev inequality, Poincaré
inequality, inf-convolution, Hamilton-Jacobi’s equations etc. by Otto-Villani [16] and Bobkov-
Gentil-Ledoux [2]. The work of Talagrand on the Gaussian measure has been generalized on
an abstract Wiener space by Feyel and Ustunel [9, 10]. F. Y. Wang [20] obtained the T2(C)
w.r.t. the L2-metric on path spaces over Riemannian manifolds by tensorization. H. Djellout,
A. Guillin and the first named author [4] studied the T2-transportation inequality w.r.t. the
L2-metric for finite dimensional diffusions by means of Girsanov transformation and for general
dependent sequences by using the coupling method of Marton [14].

More recently F. Y. Wang [21] establishes that inequality w.r.t. the intrinsic metric on the
path spaces, and S. Fang and J. Shao [8] prove the T2(C) w.r.t. the Cameron-Martin metric on
path and loop groups. And in [22], we obtain the T2(C) for finite dimensional diffusions w.r.t.
a uniform metric.

Let us recall now the log-Sobolev inequality. Let µ be a probability measure on some
separable Hilbert space H. We say that µ satisfies the log-Sobolev inequality with the constant
C ≥ 0, denoted by µ ∈ logS(C), if

µ(f2 log f2)− µ(f2) log µ(f2) ≤ 2Cµ(|∇f |2H), ∀ f ∈ C1
b (H). (1.4)

Here C1
b (H) denotes the space of all real continuously differentiable functions f on H such that

f and the gradient ∇f are bounded, and µ(f) :=
∫

fdµ.
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The log-Sobolev inequality is one of most important tools in the infinite dimensional analysis
and it is widely and deeply studied in the past thirty years since its introduction by Gross [12]
(see [13] for a systematic treatment of the subject). It is known by the work of Bobkov-Gentil-
Ledoux [2] that logS(C) =⇒ T2(C) on H = Rd and their argument shows that the same
implication holds true on a general separable Hilbert space H.

The main purpose of this work is to generalize the results in H. Djellout, A. Guillin and
the first named author [4] about finite dimensional diffusions to dissipative stochastic partial
differential equations (SPDE in short). Furthermore in the additive noise case, we obtain the
log-Sobolev inequality which is stronger than the T2(C). In that case our results generalize a
recent work by Da Prato, Debussche and Goldys [5] in two respects: first our results cover the
case of reaction-diffusion in higher dimension (only one-dimensional case was treated in [5]);
second, our results are not only for the marginal law and the invariant measure, but also for the
law of the whole path of the underlying SPDE, which lead to sharp concentration inequalities
describing the ergodic behavior of the diffusion.

This paper is organized as follows. The main results are presented in the next section,
where we give T2-transportation inequalities for Lipschitzian system with general noise and
log-Sobolev inequalities for dissipative system with additive noise. In Section 3, applications
to stochastic reaction-diffusion equations are provided. In Section 4, we introduce some known
results in the finite dimensional case. Section 5 and Section 6 are devoted to the proofs of
the main results. Our approach consists in approximating the solution of infinite dimensional
SPDE by finite dimensional diffusions, which might have independent interests.

2 Main Results

2.1 Notations

Let H be a separable Hilbert space endowed with the norm | · | induced by its inner product,
U another separable Hilbert space. The Banach space of all linear and bounded (resp. and
Hilbert-Schmidt) operators from U into H is denoted by L(U → H) (resp. L2(U → H)), with
the operator norm ‖ · ‖ (resp. Hilbert-Schmidt norm ‖ · ‖2). Let C([0, T ],H) be the space of
all continuous functions from [0, T ] into H and

L2([0, T ],H) =
{

f : [0, T ] → H measurable; |f |22 :=
∫ T

0

|f(t)|2dt < +∞
}

.

The L2-metric on L2([0, T ],H) ⊃ C([0, T ],H) is defined as follows,

d2(γ1, γ2) := |γ1 − γ2|2 =

√∫ T

0

|γ1(t)− γ2(t)|2dt, ∀ γ1, γ2 ∈ L2([0, T ],H).

Consider the Stochastic Differential Equation (SDE in short) in the Hilbert space H,




dX(t) = (AX(t) + F (X(t)))dt + B(X(t))dW (t), t > 0,

X(0) = x ∈ H,
(2.1)

where (Wt) is a cylindrical Brownian motion in the Hilbert space U with the identity covariance
operator IU , defined on some well filtered probability space (Ω,F , (Ft)t≥0,P) (“well filtered”
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means that (Ft)t≥0 satisfies the usual condition); A is the generator of some C0-semigroup on
H, B : H → L(U → H); and F : D(F )(⊂ H) → H.

For short, the Stochastic Differential Equation with coefficients A, F, B such as (2.1) is
written as SDE (A,F, B). Let us introduce

Hypothesis 2.1 ( i ) A is the infinitesimal generator of some C0 semigroup (S(t))t≥0 on
H;

( ii ) For any u ∈ U , x → B(x)u is continuous from H to H, and for any t > 0 and x ∈ H,
S(t)B(x) ∈ L2(U → H), and there is some nonnegative locally square-integrable function K(t)
on R+ such that for all x, y ∈ H,

‖S(t)B(x)‖2 ≤ K(t)(1 + |x|),

‖S(t)B(x)− S(t)B(y)‖2 ≤ K(t)|x− y|;
(2.2)

(iii) sup
x∈H

‖B(x)‖U→H ≤ M < ∞.

Hypothesis 2.2 (Dissipativity) There is some δ > 0 such that for all x, y ∈ D(A)
⋂
D(F ),

〈x− y, A(x− y) + F (x)− F (y)〉+
1
2
‖B(x)−B(y)‖22 ≤ −δ|x− y|2. (2.3)

Here D(A) (resp. D(F )) is the domain of definition of A (resp. F ) in H.

Notice that under Hypothesis 2.2, B(x) − B(y) ∈ L2(U → H) but B(x) alone may be not
Hilbert-Schimidt.

2.2 Lipschitzian non-linearality case

We first consider the case where the non-linear term F is Lipschitzian.

(L) D(F ) = H and F : H → H is Lipschitzian, i.e., there exists some L > 0 such that

|F (x)− F (y)| ≤ L|x− y|, ∀x, y ∈ H.

Theorem 2.1 Assume Hypotheses 2.1 and 2.2 and (L). Suppose furthermore that

Hypothesis 2.3 there is a sequence of finite dimensional orthogonal projections (Πn)n∈N
such that

( i ) the range Hn of Πn is contained in D(A)
⋂
D(F );

( ii ) for any x ∈ D(A), there exists xn ∈ Hn such that |xn − x|+ |Axn −Ax| → 0;
(iii) For all n, etΠnAΠnΠnB(Πnx) satisfies (2.2) with the same K(t) (in place of S(t)B(x))

and for each t > 0, x ∈ H,

‖etΠnAΠnΠnB(Πnx)− S(t)B(x)‖2 → 0. (2.4)

Then the SDE (2.1) has a unique L2-mild solution X(t) = X(t, x), i.e., X(t) is progressively
measurable, sup

t≤T
E|X(t)|2 < +∞ for every T > 0 and satisfies for each t ≥ 0 fixed,

X(t) = S(t)x +
∫ t

0

S(t− s)[F (X(s))ds + B(X(s))dWs], P- a.s.

Moreover this process X(t, x) possesses the following properties:
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(a) For all different initial points x, y ∈ H,

E|X(t, x)−X(t, y)|2 ≤ e−2δt|x− y|2, ∀ t ≥ 0. (2.5)

In particular X( · ) has a unique invariant probability measure µ such that for any initial measure
ν on H,

W2(νPt, µ) ≤ e−δtW2(ν, µ), ∀t ≥ 0, (2.6)

where Pt(x, · ) := P(X(t, x) ∈ · ), W2(ν, µ) is the L2-Wasserstein distance between ν and µ

w.r.t. the | · |-metric of H.
(b) the probability distribution Px (on L2([0, T ],H)) of the mild solution X( · , x) start-

ing from x of SDE (A,F, B) (2.1) satisfies the Talagrand transportation inequality T2(C) on
L2([0, T ],H) w.r.t. the L2-metric d2 for all x ∈ H and T > 0, where the constant C is given by

C :=
M2

δ2
.

Furthermore PT (x, · ) ∈ T2( M2

2δ ) on (H, | · |), as well as the unique invariant probability measure
µ of (Pt).

(c) When U = H and B−1(x) exists and satisfies

M̃ := sup
x∈H

‖B−1(x)‖ = sup
x,z∈H;|z|=1

|B−1(x)z| < +∞,

the following Poincaré inequality holds

Varµ(f) := µ(f2)− µ(f)2 ≤ M2M̃2

2δ
µ(|B∇f |2), ∀ f ∈ C1

b (H). (2.7)

Remark 2.1 The first claim about the existence and the uniqueness of L2-mild solution
holds without Hypothesis 2.3 (see [7, Theorem 5.3.1]). Furthermore, if there exists some α ∈
(0, 1

2 ) such that for ∀T > 0, ∫ T

0

t−2αK(t)2dt < +∞,

where K(t) is given in Hypothesis 2.1(ii), then X( · ) allows a continuous version (see [7, Theorem
5.3.1]).

Remark 2.2 Assume Hypothesis 2.1. One can find a sequence of finite dimensional orthog-
onal projections (Πn) satisfying Hypothesis 2.3 in each of the following situations (the details
are left to the reader):

(1) x → B(x) is globally Lipschitzian from H to L2(U → H);
(2) S(t) is symmetric and compact on H (by the spectral decomposition) for each t > 0.

Remark 2.3 All inequalities in parts (a), (b), (c) in the theorem above are sharp, as seen
for the Ornstein-Uhlenbeck process: F = 0, U = H and B(x) = IU and S(t) is symmetric such
that ‖S(t)‖2 is locally square integrable on [0,+∞). See [4] for details.

Remark 2.4 That µ ∈ T2( M2

2δ ) in part (b) implies the following Gaussian integrability:
∫

H

eλ|x|2dµ < +∞, ∀λ ∈
(
0,

δ

M2

)
.

This fact together with (2.6) yields W2(PT (x, · ), µ) → 0 as T goes to infinity.
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2.3 The dissipative and additive noise case

When the non-linearity of F becomes stronger, we have to assume that B(x) = B (constant
covariance matrix), i.e., the case of additive noise (as in the general theory of SPDEs, [6, 7]).
The new framework is as follows.

Assume that K is a reflexive Banach space, densely and continuously embedded into H. We
introduce the following hypotheses (see [7, p.80]).

Hypothesis 2.4 ( i ) There exist η1, η2 ∈ R such that the operators A − η1 and F − η2

are m-dissipative on H and δ := −(η1 + η2) > 0 (that is stronger than Hypothesis 2.2);
( ii ) for some η̃1, η̃2 ∈ R, the parts on K of A− η̃1 and F − η̃2 are m-dissipative on K;
(iii) D(F ) ⊃ K and F maps bounded sets in K into bounded sets of H.

Hypothesis 2.5 The process

WA(t) =
∫ t

0

S(t− s)BdW (s), t ≥ 0,

allows a continuous version in H, takes values in the domain D(FK) of the part of F in K,
and for any T > 0,

sup
t∈[0,T ]

(‖WA(t)‖K + ‖F (WA(t))‖K) < +∞, P- a.s.

Under Hypotheses 2.4 and 2.5, we know that (see [7, Theorem 5.5.8])
( i ) for each x ∈ K, the SDE (2.1) has a unique continuous mild solution X( · , x);
(ii) for each x ∈ H, the SDE (2.1) has a unique continuous generalized mild solution X( · , x),

i.e., there exists a sequence (xn) in K and mild solutions X( · , xn) such that X( · , xn) → X( · , x)
uniformly over bounded time intervals in probability.

Theorem 2.2 Assume that Hypotheses 2.1 and 2.3–2.5 are fulfilled. For every x ∈ H, let
Px be the law of the unique generalized mild solution X(·, x) of the SDE (2.1) (a probability
measure on C([0, T ],H) ⊂ L2([0, T ],H)), and Pt(x, dy) := P(X(t, x) ∈ dy) the transition
probability kernel. Then

(a) For all x, y ∈ H and t ≥ 0,

|X(t, x)−X(t, y)| ≤ e−δt|x− y|, a.s.

In particular Pt has a unique invariant measure µ such that for any p ∈ [1,+∞], any initial
probability measure ν, and any t ≥ 0,

Wp(νPt, µ) ≤ e−δtWp(ν, µ).

(b) (T2-Transportation Inequality) Px ∈ T2(C) on C([0, T ],H) w.r.t. the L2-metric d2 for
all x ∈ H and T > 0, where the constant C is given by

C :=
‖B‖2
δ2

. (2.8)

Moreover PT (x, · ) ∈ T2

(‖B‖2
2δ

)
on H, as well as the unique invariant probability measure µ of

(Pt).
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(c) (Log-Sobolev Inequality) The law Px satisfies the logS(C) with C = ‖B‖2
δ2 on L2([0, T ],

H), i.e., for all F ∈ C1
b (L2([0, T ],H)),

EF 2(X[0,T ]) log
F 2(X[0,T ])
EF 2(X[0,T ])

≤ 2
‖B‖2
δ2

E|∇F |22(X[0,T ]), (2.9)

where ∇ is the gradient on the Hilbert space L2([0, T ],H). Moreover, for every T > 0,

PT (f2 log f2)− PT f2 log PT f2 ≤ ‖B‖2
δ

PT (|∇f |2H), ∀ f ∈ C1
b (H) (2.10)

on H, and µ ∈ logS(C) with C = ‖B‖2
2δ .

(d) In particular, when U = H and B−1 exists and is bounded,

µ(f2 log f2)− µ(f2) log µ(f2) ≤ ‖B‖2‖B−1‖2
δ

µ(|B∇f |2H), ∀ f ∈ C1
b (H). (2.11)

Remark 2.5 When U = H, B = IH , F = 0 and A is symmetric, all T2(C) and logS(C) in
the theorem above become sharp.

2.4 Several consequences of the T2-transportation inequality

As shown in [4, 22], many interesting consequences can be derived from the T2(C) of Px on
L2([0, T ],H) above. For instance (for the detailed proof, see [4]),

Corollary 2.1 Under the assumptions of Theorem 2.1 or Theorem 2.2, let C := M2δ−2.
We have for any T > 0,

(a) The following Poincaré inequality holds for any F ∈ C1
b (L2([0, T ], dt;H)),

VarPx
(F ) ≤ C

∫

L2([0,T ],H)

|∇F (γ)|22dPx(γ), (2.12)

where VarPx(F ) is the variance of F under law Px, and ∇F (γ) ∈ L2([0, T ],H) is the gradient
of F at γ in L2([0, T ],H).

(b) (Inequality of Tsirel’son Type) For any non-empty subset G in L2([0, T ],H) such
that Z(γ) := sup

h∈G
〈γ, h〉 ∈ L1(Px) where 〈h1, h2〉 :=

∫ T

0
〈h1(t), h2(t)〉Hdt is the inner product in

L2([0, T ],H), we have

∫
exp

( 1
C

sup
h∈G

[
〈γ, h〉 − |h|22

2

])
dPx ≤ exp

( 1
C
EPxZ

)
. (2.13)

(c) (Inequality of Hoeffding Type) For any Lipschitz function V : H → R such that its
Lipschitzian coefficient ‖V ‖Lip ≤ α, we have for all r > 0 and T > 0,

P
( 1

T

∫ T

0

V (X(t, x))dt− E 1
T

∫ T

0

V (X(t, x))dt > r
)
≤ exp

(
− CTr2

2α2

)
. (2.14)

See Ledoux [13] for further important consequences of the log-Sobolev inequalities in The-
orem 2.2.
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3 Applications to Stochastic Reaction-Diffusion Equations

In this section, we will study the following stochastic reaction-diffusion equation on a
bounded open domain O in RN :





dX(t, ξ) = (∆X(t, ξ) + f(X(t, ξ)))dt +
√

QdW (t, ξ), t > 0,

X(0, ξ) = x(ξ), ∀ ξ ∈ O,

X(t, ξ) = X(t, ξ) = 0, ξ ∈ ∂O,

(3.1)

where U = H = L2(O) := L2(O, dx), ξ ∈ O, ∆ is the Laplacian operator with the Dirichlet
boundary condition, i.e., D(∆) = H2(O)

⋂
H1

0 (O), f : R → R, and Q : L2(O) → L2(O) is a
bounded nonnegative definite symmetric operator, and W (t, ξ) is a cylindrical Wiener process
with the covariance IH , defined on some well filtered probability space (Ω,F , (Ft),P).

By a mild solution of (3.1), we mean an adapted process X(t) such that t → X(t) is
continuous from R+ to L2(Ω,P;H) where H = L2(O) and for all t ≥ 0,

X(t) = S(t)x +
∫ t

0

S(t− s)F (X(s))ds +
∫ t

0

S(t− s)
√

QdWs,

where S(t) is the Dirichlet semigroup generated by (∆,D(∆) = H2(O)
⋂

H1
0 (O)), F (x)(ξ) :=

f(x(ξ)). A generalized mild solution X(t, x) of (3.1) means that there is a sequence of mild
solutions X(t, xn), n ∈ N (with initial conditions xn) such that X(t, xn) → X(t, x) in probability
for every t ≥ 0.

Notice that the boundary condition at ∂O is assured formally by the Dirichlet boundary
condition of ∆.

3.1 The one-dimensional case

Proposition 3.1 Let N = 1 and O = (0, 1). Assume that f satisfies

Hypothesis 3.1 f(x)+λx is continuous and non-increasing for some λ ∈ R, and for some
s ≥ 1 and c0 > 0,

|f(x)| ≤ c0(1 + |x|s), x ∈ R.

Assume moreover that

δ := π2 + λ > 0. (3.2)

Then for every initial condition x ∈ L2(0, 1), the SDE (3.1) has a unique generalized mild
solution X( · , x), whose law is denoted by Px. Furthermore all parts (a), (b), (c) and (d) in
Theorem 2.2 hold true with ‖B‖ = ‖√Q ‖ =

√
‖Q‖, the constant δ given above and ‖B−1‖ =√

‖Q−1‖.
Remark 3.1 If f is derivable on R with f ′ upper bounded and is of polynomial growth at

infinity, Hypothesis 3.1 is satisfied with λ = − sup
z∈R

f ′(z). For example, if

f(x) = −αx2n+1 +
2n∑

k=0

bkx2n−k, x ∈ R, α > 0,

then Hypothesis 3.1 is satisfied with s = 2n + 1, and when α > 0 is sufficiently large so that
δ = π2 + λ > 0.
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Remark 3.2 The log-Sobolev inequality (2.11) in Theorem 2.2(d) for this one-dimensional
model was proved by G. Da Prato, A. Debussche and B. Goldys [5], with a completely different
approach from ours. But other conclusions in this proposition are new.

Proof of Proposition 3.1 It is enough to verify all assumptions of Theorem 2.2 with
H = L2(0, 1) and K = L2s(0, 1).

(1) We begin with Hypothesis 2.1. Since A = d2

dξ2 with D(A) = H2(0, 1)
⋂

H1
0 (0, 1) is the

infinitesimal generator of the Dirichlet semigroup S(t) on H = L2(0, 1), and S(t) ∈ L2(H), t >

0, indeed,

‖S(t)‖22 =
∞∑

n=1

e−2n2π2t

which is equivalent to c√
t

for some c > 0 as t → 0. Hence (2.2) is satisfied with K(t) = ‖S(t)‖2.
(2) (Verification of Hypothesis 2.3) Since Hypothesis 2.1 is satisfied and S(t) is symmetric

and Hilbert-Schmidt for every t > 0, Hypothesis 2.3 is automatically satisfied by Remark 2.2.
(3) (Verification of Hypothesis 2.4) At first A+π2 is m-dissipative on L2(0, 1) (well-known),

i.e., A − η1 is dissipative with η1 = −π2. Moreover for every p ∈ [1,+∞), A is m-dissipative
(for the Dirichlet semigroup S(t) generated by A is a C0-semigroup of contractions on Lp(0, 1)).

Let us show that F (x)(ξ) := f(x(ξ)) satisfies : F + λ is m-dissipative on Lp(0, 1) for every
p ≥ 1. Indeed for all s > t ∈ R, (s− t)[f(s)− f(t) + λ(s− t)] ≤ 0. So we have for all β > 0,

|s− t− β[f(s)− f(t) + λ(s− t)]| ≥ |s− t|.

By symmetry it continues to hold true for s < t. Thus for all x, y ∈ Lp(0, 1) such that
F (x), F (y) ∈ Lp(0, 1), we have

‖x− y − β[F (x)− F (y) + λ(x− y)]‖Lp(0,1) ≥ ‖x− y‖Lp(0,1),

that is, F +λ is dissipative, and furthermore it is m-dissipative (the detail is left to the reader).
Thus (i) and (ii) in Hypothesis 2.4 are verified.

Finally it is obvious that F : K = L2s(0, 1) → L2(0, 1) = H is continuous and bounded,
then Hypothesis 2.4(iii) is satisfied.

(4) (Verification of Hypothesis 2.5) To this end (with K = L2s(0, 1)), it is enough to
establish E sup

0≤t≤T
‖WA(t)‖p

Lp(0,1) < ∞ for all p ≥ 2s.

Since for any α ∈ (0, 1
4 ),

∫ T

0

t−2α‖S(t)
√

Q ‖22dt ≤ ‖Q‖
∫ T

0

t−2α‖S(t)‖22dt < +∞, ∀T > 0,

WA(t) :=
∫ t

0
S(t − s)

√
QdWt has a continuous version in the domain D((−A)γ) for any γ ∈

(0, α), by [7, Theorem 5.2.6]. That implies WA(t, ξ) has a continuous version in both (t, ξ) ∈
R+ × [0, 1] for D((−A)γ) is continuously embedded into C[0, 1]. This is much stronger than
what we require.

3.2 The multi-dimensional case

We now discuss the case where N > 1. In the multi-dimensional case, if Q = IH in (3.1), the
Hypothesis 2.5 is not satisfied for

∫ T

0
‖S(t)‖22dt = +∞ in general (its finiteness is a necessary



252 L. M. Wu and Z. L. Zhang

condition for defining
∫ t

0
S(t− s)dW (s)). Indeed if N = 2 and O = (0, π)N ,

‖S(t)‖22 ≥
∞∑

n,m=1

e−2n2te−2m2t =
( ∞∑

n=1

e−2n2t
)2

∼ t−1.

In order to overcome this difficulty, we need to impose some conditions on the covariance matrix
Q of the noise.

Proposition 3.2 Let N > 1 and O be a bounded open domain of RN . Assume that f

satisfies Hypothesis 3.1. Suppose moreover that

δ := λ0(O) + λ > 0, (3.3)

where λ0(O) := inf{∫O |∇f |2dx; f ∈ H1
0 (O),

∫
O f2dx = 1} is the minimal eigenvalue of −∆

with the Dirichlet boundary condition in O; and for some α ∈ (0, 1
2 ) and T > 0,

∫ T

0

t−2α‖S(t)
√

Q‖22dt =
∫ T

0

t−2αtr(S(t)QS(t)∗)dt < +∞. (3.4)

Then for every initial condition x ∈ L2(O), the SDE (3.1) has a unique generalized mild solution
X( · , x), and all conclusions of Theorem 2.2 except part (d) hold true.

Proof The proof is completely identical to that of Proposition 3.1, except (3.4), being
automatically satisfied in the one-dimensional case, becomes now a condition.

Let us exhibit a concrete situation where condition (3.4) is satisfied. Since A−1 is compact
and symmetric (for O is bounded), there is an orthonormal basis (ek)k≥0 of L2(O) such that

Aek = −λk(O)ek, ∀ k ≥ 0,

where the sequence of (λk(O))k≥0 increases to infinity.
The cylindrical Wiener process W (t, ξ) on H = L2(O) can be always written as follows

(formally):
W (t, ξ) =

∑

k≥0

ek(ξ)βk(t), t ≥ 0,

where βk( · ), k ∈ N are independent standard real-valued Brownian motion defined on (Ω,F ,

(Ft),P).
Assume now that Q is determined by

Qek(ξ) = qkek, 0 < qk ≤ c, ∀ k ∈ N. (3.5)

Corollary 3.1 Assume that Q is determined by (3.5). If for some γ ∈ (0, 1),
∑

k∈N

qk

λk(O)1−γ
< +∞, (3.6)

then the condition (3.4) in Proposition 3.2 is verified. In particular if moreover Hypothesis 3.1
and (3.3) are satisfied, then all conclusions of Proposition 3.2 hold true.

Proof Note that for any α ∈ (0, 1
2 ) and λ > 0,

∫ +∞

0

t−2αe−λtdt =
c

λ1−2α
,
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where c =
∫ +∞
0

t−2αe−tdt. Then for any 0 < α < γ
2 , we have

∫ +∞

0

t−2α‖S(t)
√

Q ‖22dt =
∑

k≥0

∫ +∞

0

t−2αe−2λk(O)tqkdt ≤
∑

k≥0

cqk

λk(O)1−2α
< +∞.

So this corollary follows by Proposition 3.2.

4 Known Results in the Finite Dimensional Case

We begin with the finite dimensional case. Consider the diffusion process

dXt = b(Xt)dt + σ(Xt)dBt, X0 = x, (4.1)

where b : Rd → Rd, and σ : Rd → Md×n (the space of d×n matrices), and (Bt) is the standard
Brownian Motion valued in Rn defined on some well filtered probability space (Ω,F , (Ft),P).
Assume the following dissipative condition:

〈x− y, b(x)− b(y)〉+
1
2
tr(σ(x)− σ(y))(σ(x)− σ(y))t ≤ −δ|x− y|2, ∀x, y ∈ Rd, (4.2)

where δ > 0 and At denotes the transposition of matrix A.

Theorem 4.1 (See [4]) Assume that b, σ are locally Lipschitzian and (4.2) holds, and
‖σ‖ := sup{|σ(x)z|; x ∈ Rd, |z| ≤ 1} < +∞. Let Px be the law of the solution (X(t, x)) to the
SDE (4.1) and Pt(x, · ) := P(X(t, x) ∈ · ). Then

(a) For all t ≥ 0, x, y ∈ Rd,

E|X(t, x)−X(t, y)|2 ≤ e−2δt|x− y|2. (4.3)

In particular (Pt) has a unique invariant probability measure µ such that for any initial measure
ν on H,

W2(νPt, µ) ≤ e−δtW2(ν, µ), ∀ t ≥ 0,

where W2(ν, µ) is the L2-Wasserstein distance between ν and µ w.r.t. the euclidean metric of
Rd.

(b) Px ∈ T2(C) on L2([0, T ],Rd) w.r.t. the L2-metric d2 for all x ∈ Rd and T > 0, where
the constant C is given by

C :=
‖σ‖2
δ2

. (4.4)

Moreover PT (x, · ) ∈ T2

(‖σ‖2
2δ

)
on Rd, as well as the unique invariant probability measure µ of

(Pt).

Corollary 4.1 Under the conditions of Theorem 4.1, if n = d and σ−1(x) exists and satisfies
‖σ−1‖ := sup

x∈H
‖σ−1(x)‖ = sup

x,z∈H;|z|=1

|B−1(x)z| < +∞, then the following Poincaré inequality

holds

Varµ(f) := µ(f2)− µ(f)2 ≤ ‖σ‖2‖σ−1‖2
2δ

µ(|σ∇f |2), ∀ f ∈ C1
b (Rd);

as well as the following exponential convergence in L2(Rd, µ) :

Varµ(Ptf) ≤ exp
(
− ‖σ‖2‖σ−1‖2

δ
t
)
Varµ(f), ∀ f ∈ L2(Rd, µ), ∀ t ≥ 0.
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Proof It is known (see [2]) that µ ∈ T2(C) implies the following Poincaré inequality

Varµ(f) ≤ Cµ(|∇f |2), ∀ f ∈ C1
b (Rd).

Thus the Poincaré inequality in the corollary follows from Theorem 4.1(b). For the L2-
exponential convergence, by approximating b, σ by smooth ones, we can assume without loss of
generality that b, σ ∈ C∞ moreover. In that case, since part (a) implies

|∇Ptf |2 ≤ e−2δtPt(|∇f |2),

the familyA := {f ∈C1
b (Rd)

⋂
C∞(Rd);Lf bounded} is stable by (Pt), where L = 1

2 tr(σσt∇2f)
+b(x) · ∇f is the generator of (Pt). In that smooth case the L2-exponential convergence for
f ∈ A is equivalent to the Poincaré inequality for f ∈ A. Finally it is easy to extend the
L2-exponential convergence from f ∈ A to the whole space f ∈ L2(µ).

When σ(x) = σ is a constant matrix, we have the following stronger log-Sobolev inequalities.

Theorem 4.2 Under the assumptions of Theorem 4.1, suppose moreover that σ(x) = σ is
a constant matrix. Then

(a) For all t ≥ 0, x, y ∈ Rd,

|X(t, x)−X(t, y)| ≤ e−δt|x− y|, a.s. (4.5)

In particular for all p ∈ [1,+∞], initial measure ν and t ≥ 0,

Wp(νPt, µ) ≤ e−δtWp(ν, µ).

(b) (Log-Sobolev Inequality) The following log-Sobolev inequality holds for the law Px on
L2([0, T ],Rd): for all F ∈ C1

b (L2([0, T ],Rd)),

EF 2(X[0,T ]) log
F 2(X[0,T ])
EF 2(X[0,T ])

≤ 2
‖σ‖2
δ2

E|∇F |2L2([0,T ],Rd)(X[0,T ]), (4.6)

where ∇ is the gradient on the Hilbert space L2([0, T ],Rd).
(c) For every T > 0,

PT

(
f2 log f2

)− PT f2 log PT f2 ≤ ‖σ‖2
δ

PT (|∇f |2), ∀ f ∈ C1
b (Rd), (4.7)

i.e., PT (x, · ) ∈ logS
(‖σ‖2

2δ

)
on Rd. And the unique invariant measure µ satisfies the same

log-Sobolev inequality (4.7) instead of PT .
(d) In particular, when n = d and σ−1 exists,

µ(f2 log f2)− µ(f2) log µ(f2) ≤ 2
‖σ‖2‖σ−1‖2

δ
µ(|σ∇f |2), ∀ f ∈ C1

b (Rd), (4.8)

and

Entµ(Ptf) ≤ exp
(
− ‖σ‖2‖σ−1‖2

4δ
t
)
Entµ(f), ∀ 0 ≤ f ∈ L1(µ), (4.9)

where Entµ(f) = µ(f log f)− µ(f) log µ(f) ∈ [0,+∞], is the entropy of f , 0 ≤ f ∈ L1(µ).
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Proof Since X̂(t) := X(t, x)−X(t, y) satisfies

d

dt
|X̂(t)|2 = 2〈X̂(t), b(X(t, x))− b(X(t, y))〉 ≤ −2δ|X̂(t)|2

by the dissipativity condition (4.2), we get (4.5) by Gronwall’s inequality. The last exponential
convergence in the Lp-Wasserstein distance follows easily from (4.5) (see [4] for details).

Part (b) was established by M. Gourcy and the first named author in [11].
For part (c), by approximation and Lemma 4.2, we may assume without loss of generality

that b ∈ C∞(Rd). To prove (4.7), we follow the beautiful and classical argument of Bakry-
Emery [1]. For any f ∈ C2

b (Rd) which is uniformly positive (i.e., bounded from below by some
constant ε > 0), we have for any T > 0 fixed and t ∈ (0, T ),

d

dt
Pt(PT−tf log PT−tf) = PtL(PT−tf log PT−tf)− Pt[(log PT−tf + 1)LPT−tf ]

=
1
2
Pt

( 1
PT−tf

|σ∗∇PT−tf |2
)
,

so

PT (f log f)− PT f log PT f =
1
2

∫ T

0

Pt

( 1
PT−tf

|σ∗∇PT−tf |2
)
dt

≤ ‖σ‖2
2

∫ T

0

Pt

( 1
PT−tf

|∇PT−tf |2
)
dt. (4.10)

By (4.5), we have |∇Ptf | ≤ e−δtPt(|∇f |). Thus we obtain by Cauchy-Schwartz inequality

Pt

( 1
PT−tf

|∇PT−tf |2
)
≤ e−2δ(T−t)Pt

( 1
PT−tf

PT−t(|∇f |)2
)

≤ e−2δ(T−t)Pt

( 1
PT−tf

PT−t

( |∇f |2
f

)
PT−tf

)

= e−2δ(T−t)PT

( |∇f |2
f

)
.

Substituting into (4.10), we obtain

PT (f log f)− PT f log PT f ≤ ‖σ‖2
4δ

PT

( |∇f |2
f

)
.

Replacing f by f2, we get (4.7) for all f ∈ C2
b (Rd) which are uniformly positive. This can

be easily extended to f ∈ C1
b (Rd) by approximating |f | by fn ∈ C2

b (Rd) which are uniformly
positive.

Letting T →∞, as PT (x, · ) → µ weakly, we get (4.7) for µ by Lemma 4.2.
For part (d), note at first that (4.8) follows from (4.7). For the the exponential convergence

(4.9) in entropy, let A := {g ∈ C∞(Rd)
⋂

C1
b (Rd);∃ ε > 0, 0 < ε ≤ g ≤ 1/ε,Lg bounded},

where L = 1
2 tr(σσ∗∇2f) + b(x) · ∇f is the generator of Pt. Since A is stable by Pt (because

b ∈ C∞(Rd) satisfies the dissipative condition (4.2)), one gets (4.9) for f ∈ A from (4.8) by
differentiating Entµ(Ptf) in t and Gronwall’s inequality (well known). Finally the extension of
(4.9) from f ∈ A to 0 ≤ f ∈ L1(µ) is easy.

We shall still need two general lemmas.
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Lemma 4.1 (See [4]) Let H be a separable Hilbert space and (µn)n∈N a sequence of prob-
ability measures on H which converges weakly to µ. Assume that for some constant C ≥ 0,
µn ∈ T2(C) for all n w.r.t. the metric d(x, y) = |x− y|. Then µ ∈ T2(C).

Lemma 4.2 Let H be a separable Hilbert space and (µn)n∈N a sequence of probability mea-
sures on H which converges weakly to µ. Assume that there exists some constant C ≥ 0 such
that µn ∈ logS(C) for all n, i.e.,

µn(f2 log f2)− µn(f2) log µn(f2) ≤ 2Cµn(|∇f |2), ∀ f ∈ C1
b (H). (4.11)

Then µ satisfies the log-Sobolev inequality on H with the same constant C ≥ 0.

Proof Its proof is obvious since f2, f2 log f2, |∇f |2 are all continuous and bounded on H

for f ∈ C1
b (H).

5 Proof of Theorem 2.1: Galerkin’s Approximation

Let (Πn) be the sequence of finite dimensional projections on H, specified by Hypothesis
2.3. For each n ≥ 1, define

Anx := ΠnAΠnx, Fn(x) := ΠnF (Πnx), Bn(x) := ΠnB(Πnx). (5.1)

Since An is bounded (by the closed graph theorem), Fn is Lipschtzian and for any x, y ∈ Hn =
Ran(Πn),

‖Bn(x)−Bn(y)‖2 ≤ ‖e−tAnetAnΠn(B(x)−B(y))‖2
≤ ‖e−tAn‖ · ‖etAnΠn(B(x)−B(y))‖2
≤ ‖e−tAn‖K(t)|x− y|,

hence the coefficients in the SDE

dXn(t) = (AnXn(t) + Fn(Xn(t)))dt + Bn(Xn(t))dW (t), Xn(0) = Πnx (5.2)

are Lipschitzian and then (5.2) admits a unique solution Xn(t).

Lemma 5.1 Under the assumptions of Theorem 2.1, let Pn
Πnx be the law of Xn( · ), the

solution to the SDE (5.2). Then
(a) All conclusions of Theorem 4.1 hold true for Xn(t), with Rd replaced by H, ‖σ‖ replaced

by M (in Hypothesis 2.1).
(b) When B(x) = B is constant, all conclusions of Theorem 4.2 except part (d) hold true

for Xn(t), with Rd replaced by H, ‖σ‖ replaced by M .

Proof From (2.3), we have for all x, y ∈ Hn,

〈x− y, An(x− y) + Fn(x)− Fn(y)〉+
1
2
‖Bn(x)−Bn(y)‖22

≤ 〈x− y, A(x− y) + F (x)− F (y)〉+
1
2
‖B(x)−B(y)‖22 ≤ −δ|x− y|2.

And
‖Bn‖ := sup

x,z∈Hn,|z|≤1

|Bn(x)z| ≤ sup
x,z∈H,|z|≤1

|B(x)z| ≤ M.

By Theorem 4.1, part (a) holds on Hn, and thus on H.
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The log-Sobolev inequalities in part (b) on Hn instead of H follow by Theorem 4.2. For
general F ∈ C1

b (L2([0, T ],H)) or f ∈ C1
b (H), since P((1 − Πn)Xn(t) = 0, ∀t) = 1, the corre-

sponding log-Sobolev inequalities follow from those for Fn(γ) := F (Πnγ( · )) or fn(x) := f(Πnx)
(for EF (Xn( · )) = EFn(Xn( · )) and Ef(Xn(T )) = Efn(Xn(T ))).

Next we have to prove that Xn(t) → X(t) in L2. Since this approximation is important
in practice, we shall give a more general result (covering, for instance, the method of finite
elements in PDE).

Proposition 5.1 Assume Hypothesis 2.1 and (L). Suppose moreover

Hypothesis 5.1 there exists a sequence (Hn, An, Fn, Bn)n∈N where
( i ) for each n, Hn is a finite dimensional subspace of D(A)

⋂
D(F ), and |Πnx − x| →

0, ∀x ∈ H, where Πn is the orthogonal projection from H to Hn;
( ii ) An : Hn → Hn is linear and bounded such that for any x ∈ D(A), there are xn ∈

Hn, n ≥ 0 such that xn → x and Anxn → Ax in H;
(iii) Fn : Hn → Hn are uniformly Lipschitzian and Fn(Πnx) → F (x) in H for all x ∈ H;
(iv) Bn : Hn → L(U → Hn) is strongly continuous (i.e., ∀u ∈ U , x → Bn(x)u is continuous

from Hn to Hn), and for all n, etAnBn(x) satisfies (2.2) with the same K(t) on Hn (in place
of S(t)B(x)), and

‖Sn(t)Bn(Πnx)− S(t)B(x)‖2 → 0, ∀ t > 0, x ∈ H. (5.3)

Let Xn(t) be the unique solution to the SDE in Hn below,

dXn(t) = (AnXn(t) + Fn(Xn(t)))dt + Bn(Xn(t))dW (t), Xn(0) = xn ∈ Hn, (5.4)

where xn → x in H, and X(t) be the unique mild solution to the SDE (A,F, B). Then

sup
t≤T

E|Xn(t)−X(t)|2 → 0, ∀T > 0. (5.5)

Proof In the proof below An, Fn, Bn will be identified as AnΠn, Fn(Πnx), Bn(Πnx) defined
on the whole H, where Πn is the orthogonal projection from H to Hn.

The strong solution Xn(t) to the finite dimensional SDE (5.4) is a mild solution, i.e.,

Xn(t) = Sn(t)xn +
∫ t

0

Sn(t− s)Fn(Xn(s))ds +
∫ t

0

Sn(t− s)Bn(Xn(s))dW (s),

where Sn(t) = etAn . By [7, Theorem 5.3.1 and its proof], there is a unique L2-mild solution
X(t) of the SDE (2.1), i.e., (X(t)) is adapted, t → X(t) is a continuous mapping from R+ to
L2(Ω,F ,P;H) and

X(t) = S(t)x +
∫ t

0

S(t− s)F (X(s))ds +
∫ t

0

S(t− s)B(X(s))dW (s).

Therefore, we obtain

E|Xn(t)−X(t)|2 ≤ 3
{
|Sn(t)xn − S(t)x|2

+ E
∣∣∣
∫ t

0

[Sn(t− s)Fn(Xn(s))− S(t− s)F (X(s))]ds
∣∣∣
2

+ E
∫ t

0

‖Sn(t− s)Bn(Xn(s))− S(t− s)B(X(s))‖22ds
}

. (5.6)
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Below T > 0 is fixed and all t are less or equal to T . Let us control the three terms at the right
hand side (r.h.s.) of (5.6) in three points.

(1) By the Trotter-Kato theorem (see [17]) and Hypothesis 5.1(ii),

sup
t≤T

|Sn(t)x− S(t)x| → 0, ∀x ∈ H and sup
n≥0,t≤T

‖Sn(t)‖ ≤ C(T ) < +∞. (5.7)

Hence for any ε > 0, when n is large enough, we have

sup
t≤T

|Sn(t)xn − S(t)x|2 ≤ sup
t≤T

‖Sn(t)‖ · |xn − x|+ sup
t≤T

|Sn(t)x− S(t)x| < ε.

(2) For the second term at the r.h.s. of (5.6), notice that for all s ≤ t ≤ T ,

|Sn(t− s)Fn(Xn(s))− S(t− s)F (X(s))|
≤ |Sn(t− s)[Fn(Xn(s))− Fn(X(s))]|+ |[Sn(t− s)− S(t− s)]Fn(X(s))|

+ |S(t− s)[Fn(X(s))− F (X(s))]|. (5.8)

We have by the uniform Lipschitzian condition on Fn and (5.7),

|Sn(t− s)[Fn(Xn(s))− Fn(X(s))]| ≤ sup
t≤T

‖Sn(t)‖|Fn(Xn(s))− Fn(X(s))|

≤ C(T )L|Xn(s)−X(s)|,
where L := sup

n
‖Fn‖Lip and C(T ) is given by (5.7). And for u = t− s ∈ [0, T ],

|[Sn(u)− S(u)]Fn(X(s))| ≤ |[Sn(u)− S(u)]F (X(s))|+ 2C(T )|Fn(X(s))− F (X(s))|.

By [7, Theorem 5.3.1], we have the estimate below

sup
t≤T

E|X(t)|2 ≤ C1,T (1 + |x|2). (5.9)

Thus by the dominated convergence theorem and (5.7),
∫ T

0

E sup
u≤T

|[Sn(u)− S(u)]Fn(X(s))|2ds → 0.

For the last term in (5.8), since |Fn(X(s))| ≤ |Fn(0)| + L|X(s)| and Fn(x) → F (x) on H, we
have by the dominated convergence theorem,

∫ T

0

E sup
s≤t≤T

|S(t− s)[Fn(X(s))− F (X(s))]|2ds → 0.

Summarizing the estimates above, we have for any ε > 0, if n is large enough, then for all
t ∈ [0, T ],

E
∣∣∣
∫ t

0

[Sn(t− s)Fn(Xn(s))−S(t− s)F (X(s))]ds
∣∣∣
2

≤ T

∫ t

0

E|Sn(t− s)Fn(Xn(s))−S(t− s)F (X(s))|2ds

≤ ε+CT

∫ t

0

E|Xn(s)−X(s)|2ds, (5.10)
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where CT = T [C(T )L + 1]2.
(3) We now go to control the third term at the r.h.s. of (5.6). By the triangular inequality

we have for u = t− s ∈ (0, T ],

‖Sn(u)Bn(Xn(s))− S(u)B(X(s))‖2
≤ ‖Sn(u)[Bn(Xn(s))−Bn(X(s))]‖2 + ‖[Sn(u)Bn(X(s))− S(u)B(X(s))‖2. (5.11)

For the first term at the r.h.s. above, we have

‖Sn(u)[Bn(Xn(s))−Bn(X(s))]‖2 ≤ K(u)|Xn(s)−ΠnX(s)| ≤ K(u)|Xn(s)−X(s)|.

For the last term at the r.h.s. of (5.11), we have by condition (5.3) that

‖Sn(u)Bn(X(s))− S(u)B(X(s))‖2 → 0, a.s.

Furthermore, by Hypothesis 5.1, for any u > 0 and s ≥ 0,

‖Sn(u)Bn(X(s))− S(u)B(X(s))‖2 ≤ 2K(u)(1 + |X(s)|).

Thus by (5.9), we get by the dominated convergence

E‖Sn(u)Bn(X(s))− S(u)B(X(s))‖22 → 0.

We now show that this convergence is uniform in s ∈ [0, T ]. Since s → X(s) is continuous from
[0, T ] to L2(Ω,P;H) (by the proof of Theorem 5.3.1 in [6]), and Sn(u)Bn( · ) : H → L2(U →
H), n ≥ 0 are uniformly Lipschitzian in n, we see easily that fn(s) := E‖Sn(u)Bn(X(s)) −
S(u)B(X(s))‖22, n ≥ 0 are equi-continuous and uniformly bounded on [0, T ]. Thus the desired
uniform convergence follows by the Arzela-Ascoli theorem. That uniform convergence implies

sup
t≤T

∫ t

0

E‖Sn(t− s)Bn(X(s))− S(t− s)B(X(s))‖22ds

= sup
t≤T

∫ t

0

E‖Sn(u)Bn(X(t− u))− S(u)B(X(t− u))‖22du

≤
∫ T

0

sup
s≤T

E‖Sn(u)Bn(X(s))− S(u)B(X(s))‖22du → 0.

Thus for any ε > 0, we have for all sufficiently large n,

E
∫ t

0

‖Sn(t− s)Bn(Xn(s))− S(t− s)B(X(s))‖22ds

≤ ε + 2
∫ t

0

K2(t− s)E|Xn(s)−X(s)|2ds for all t ∈ [0, T ]. (5.12)

Finally, summarizing point (1), (5.10) in (2) and (5.12) above, we obtain from (5.6) that for
any ε > 0, if n is large enough, say n ≥ N , then for all t ∈ [0, T ],

E|Xn(t)−X(t)|2 ≤ 9ε + 2
∫ t

0

[CT + 2K(t− s)2]E|Xn(s)−X(s)|2ds. (5.13)
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Furthermore, (5.13) remains true if one replaces the deterministic initial conditions by Xn(0) =
ξn ∈ L2(Ω,F0,P;H), X(0) = ξ ∈ L2(Ω,F0,P;H) such that E|ξn−ξ|2 → 0, by exactly the same
proof.

Let 0 < T0 ≤ T be determined by

2
∫ T0

0

[CT + 2K(s)2]ds ≤ 1
2
,

which is independent of n and initial conditions (only N above may depend on them). From
(5.13), we see that for n ≥ N ,

1
2

sup
t≤T0

E|Xn(t)−X(t)|2 ≤ 9ε.

Thus E|Xn(t) − X(t)|2 → 0 uniformly over [0, T0]. Note that Xn(t + T0), X(t + T0) are mild
solutions of the same SDEs with Wt substituted by Wt+T0 −WT0 and with initial conditions
Xn(T0), X(T0) which are independent of (Wt+T0−WT0)t≥0 and satisfy E|Xn(T0)−X(T0)|2 → 0.
As (5.13) still holds for Xn( · +T0), X( · +T0) in place of Xn( · ), X( · ), we obtain that E|Xn(t)−
X(t)|2 → 0 uniformly over [T0, 2T0]

⋂
[0, T ]. Repeating the argument we get E|Xn(t)−X(t)|2 →

0 uniformly over [kT0, (k + 1)T0]
⋂

[0, T ] for all k ≥ 0.
The proof of the proposition is completed.

Proof of Theorem 2.1 Let An, Fn, Bn be given by (5.1). By Hypothesis 2.3, (An, Fn, Bn)
satisfies Hypothesis 5.1. Thus Xn( · ) → X( · ) in L2(Ω,P;L2([0, T ])) = L2(Ω × [0, T ],P ⊗ dt),
by Proposition 5.1. Now parts (a) and (b) of Theorem 2.1 except the result for µ follow from
Lemma 5.1 by the general Lemma 4.1. Since PT (x, · ) ∈ T2

(
M2

2δ

)
, and PT (x, · ) → µ weakly by

Remarks 2.4 as T → +∞, we obtain µ ∈ T2

(
M2

2δ

)
. Thus we have by [2] (their argument on Rd

works again on H) the following Poincaré inequality,

Varµ(f) ≤ M2

2δ
µ(|∇f |2), ∀ f ∈ C1

b (H).

This implies (2.7) in part (c).

6 Proof of Theorem 2.2: Yosida’s Approximation

Lemma 6.1 Assume that F − η is m-dissipative on a Banach space. Then the Yosida
approximations Fα of F are Lipschitz continuous. Moreover, for any α > 0 such that 1−αη > 0,
Fα − η

1−αη are dissipative. Here the Yosida approximation Fα of F is given by

Fα(x) =
1
α

[(I − αF )−1(x)− x], x ∈ H.

Proof Since F−η is m-dissipative, its Yosida approximations (F−η)β , β > 0 are dissipative.
Now for β > 0 such that 1 + βη > 0, we have

(F − η)β(x) =
1
β

[(I − β(F − η))−1(x)− x] =
1
β

[ 1
1 + βη

(
I − β

1 + βη
F

)−1

(x)− x
]

=
1

β(1 + βη)

[(
I − β

1 + βη
F

)−1

(x)− x
]
− η

1 + βη
x

=
1

(1 + βη)2
[F β

1+βη
(x)− η(1 + βη)x].
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Thus F β
1+βη

− η(1 + βη) is dissipative. Let α = β
1+βη . Then Fα − η

1−αη is dissipative.

Proof of Theorem 2.2 For α > 0 such that 1− αη2 > 0, we consider the approximating
SDE,





dXα(t) = (AXα(t) + Fα(Xα(t)))dt + BdW (t),

Xα(0) = x,
(6.1)

where Fα(x) = 1
α [(I − αF )−1(x)− x], x ∈ H is the Yosida approximation of F .

By Lemma 6.1, Fα are Lipschitzian and

〈x− y, A(x− y) + Fα(x)− Fα(y)〉 ≤
(
η1 +

η2

1− αη2

)
|x− y|2.

Since δ := −(η1 + η2) > 0, we have for all α > 0 small enough,

δ(α) := −
(
η1 +

η2

1− αη2

)
> 0, lim

α→0+
δ(α) = δ0.

In such case, we have by Theorem 2.1,

Pα,x ∈ T2

( ‖B‖2
δ(α)2

)
,

where Pα,x is the probability distribution of the mild solution starting from x of (6.1). Further-
more by Lemma 5.1, the approximation in the proof of Theorem 2.1 and Lemma 4.2,

Pα,x ∈ logS
( ‖B‖2

δ(α)2
)

on L2([0, T ],H),

Pα,t(x, · ) := P(Xα(t, x) ∈ · ) ∈ logS
( ‖B‖2

2δ(α)

)
on H.

When x ∈ K, from the proof of [6, Theorem 5.5.8], we see that as α → 0, with probability
one,

Xα(t) → X(t),

uniformly in t ∈ [0, T ]. Then by Lemmas 4.1 and 4.2, we obtain parts (a), (b) and (c) of
Theorem 2.2 except the inequalities for the invariant measure µ. The inequalities for µ follow
from those for PT (x, · ) by letting T →∞.

Finally for x ∈ H, let (xn)n≥0 be a sequence in K such that |xn − x| → 0. By the proof
of [6, Theorem 5.5.8] again, the mild solution X( · , xn) with initial condition X(0, xn) = xn

converges to the unique generalized solution X( · , x), uniformly over [0, T ] with probability one.
Thus parts (a), (b) and (c) of Theorem 2.2 follow from the corresponding results for X( · , xn)
proved above, by Lemmas 4.1 and 4.2.

Finally for part (d), obviously (2.11) follows from (2.10).
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