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1 Introduction

The Ringel-Hall algebra of a finite dimensional hereditary algebra Λ together with its torus

algebra can be endowed with a Hopf algebra structure [7, 19]. The double composition algebra

of the Ringel-Hall algebra is the quantized enveloping algebra of the corresponding Kac-Moody

algebra [7, 15, 14]. In [17, 4], it was shown that the Drinfeld double D(Λ) of a Ringel-Hall

algebra of any finite dimensional hereditary algebra Λ is the quantized enveloping algebra of a

generalized Kac-Moody algebra.

In this paper we consider the situation for the infinite dimensional hereditary algebra Λ,

which is the tensor algebra of a k-species S of a valued quiver Γ of any type. For the Ringel-

Hall algebra of Λ, the double composition algebra C(Λ) is the quantized enveloping algebra of

a generalized Kac-Moody algebra g defined by a Borcherds-Cartan matrix A obtained from Γ.

Also by decomposing the double Ringel-Hall algebra D(Λ), we can show that D(Λ) itself is also

the quantized enveloping algebra of a (bigger) generalized Kac-Moody algebra. Moreover, we

obtain the Weyl-Kac character formula for the irreducible highest weight module with dominant

highest weight, and then we prove the Kac theorem for infinite dimensional hereditary algebras

by applying the Ringel-Hall algebra approach (see [5]). And as a corollary, we get that for any

indecomposable representation, there exists a nilpotent indecomposable representation such

that they have the same dimension vector.

2 Preliminaries

2.1 Valued quiver

According to Dlab-Ringel [6], a valued graph Γ is a graph together with positive integer εi

for each vertex i and a pair of nonnegative integers (dρ
ij , d

ρ
ji) for each edge ρ between i and j
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such that dρ
ijεj = dρ

jiεi. A valued quiver is an oriented valued graph. We do not exclude loops

or multiple arrows in a valued quiver. We denoted by Γ0 the set of vertices and by Γ1 the set

of arrows. We assume that the valued graph is connected.

Let k = Fq be a finite field of q elements, F = Fq be the fixed algebraic closure of Fq.

Let Γ = (Γ0,Γ1) be a valued quiver, and let S = (Fi, ( iM
ρ
j , jM

ρ
i )) be a k-species of the

valued quiver Γ. A k-representation V = (Vi, jϕ
ρ
i ) of S consists of an Fi-vector space Vi for

each i ∈ Γ0 and an Fj -linear map

jϕ
ρ
i : Vi ⊗Fi iM

ρ
j → Vj

for each ρ : i → j in Γ1. dimV = (dimFi
Vi)i∈Γ0 ∈ NΓ0 is the dimension vector of V . Denote

by rep -S the category of k-representations of S. Let Λ be the tensor algebra of S. Then the

category rep-S is equivalent to the category mod-Λ of finite dimensional left Λ-modules. If Γ

has loops or oriented cycles, the tensor algebra Λ is an infinite dimensional hereditary algebra

[20].

Now we assume that the valued quiver Γ = (Γ0,Γ1) is finite, and let S be a k-species of Γ.

Given V,W ∈ rep -S, we define Euler form

〈dimV, dimW 〉 =
∑

i∈Γ0

εiaibi −
∑

ρ:i→j

dρ
ijεjaibj,

and symmetric Euler form

(dimV, dimW ) = 〈dimV, dimW 〉 + 〈dimW, dimV 〉,

where dimV = (a1, a2, · · · ), dimW = (b1, b2, · · · ) are in NΓ0 . These two bilinear forms are well

defined on ZΓ0 . By [16], it is known that

〈dimV, dimW 〉 = dimk HomΛ(V,W ) − dimk Ext1Λ(V,W ).

2.2 Borcherds-Cartan matrix and Borcherds datum

Let I be a finite index set. A real matrix A = (aij)i,j∈I is called a Borcherds-Cartan

matrix if it satisfies (1) aii = 2 or aii ≤ 0 for all i ∈ I, (2) aij ≤ 0 if i 6= j, and aij ∈ Z
if aii = 2, (3) aij = 0 if and only if aji = 0 for all i 6= j. If there is a diagonal matrix

D = diag(si ∈ Z>0 | i ∈ I) such that DA is symmetric, then we say that A is symmetrizable.

Let Ire = {i ∈ I | aii = 2} and I im = {i ∈ I | aii ≤ 0}.
If a symmetric bilinear form • : Z[I] × Z[I] → Z and a set of positive integers d = {di}i∈I

satisfy (1) i•i
2di

∈ {1, 0,−1,−2, · · · } for all i ∈ I, (2) i•j
di

∈ {0,−1,−2, · · · } for all i 6= j in I,

then we call (I, •, d) a Borcherds datum.

By [18], Any symmetrizable Borcherds-Cartan matrix A with integer entries and even diag-

onal entries is associated with a Borcherds datum, which is called the Borcherds datum of A.

And there exists a k-species S of a valued quiver Γ such that the symmetric Euler form of S is

the Borcherds datum of A. Moreover, we can get a Borcherds-Cartan matrix AΓ = (aij)i,j∈Γ0

from a valued quiver of any type. AΓ is symmetrizable with D = diag(εi), and it has integer

entries and even diagonal entries. So in this paper, we assume that Borcherds-Cartan matrix

A is symmetrizable with integer entries and even diagonal entries.

In [18], by using the Frobenius morphism and σ-quiver theory (see [3]), we get the following

results.
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Theorem 2.1 (See [18]) Let Mσ(α, q) (resp., Iσ(α, q)) be the number of the isomorphic

classes of the representations (resp., indecomposable representations) of valued quiver Γ of di-

mension vector α over the finite field Fq. Then it is a polynomial in q with rational coefficients

and is independent of the orientation of the valued quiver.

2.3 Simple representations and nilpotent representations

For a valued quiver Γ without oriented cycles, the set {S(i) | i ∈ Γ0} is the complete set of

simple representations which we call as the standard simple representations.

Under the correspondence between the valued quiver Γ and the Borcherds-Cartan matrix

A, we set Γre
0 = {i ∈ Γ0 | aii = 2} and Γim

0 = {i ∈ Γ0 | aii ≤ 0}. Then {S(i) | i ∈ Γre
0 }

is the set of the standard real simple representations, and {S(i) | i ∈ Γim
0 } is the set of the

standard imaginary simple representations. Set dimS(i) = ei (i ∈ Γ0). For a non-standard

simple representation V , we have the following proposition.

Proposition 2.1 Let V = (Vi, jϕ
ρ
i ) be a non-standard simple representation of the valued

quiver Γ. Then the dimension vector dimV = α of V satisfies:

(1) The support suppα of α is connected.

(2) Under the Euler form 〈−,−〉, we have 〈α, ei〉 ≤ 0 and 〈ei, α〉 ≤ 0 for all i ∈ Γ0.

Let Γ = (Γ0,Γ1) and S = (Fi, iMj) be as above, and let Fij be the extension field of k of

degree dρ
ijεj. A k-representation V = (Vi, ψij) of S is equivalent to a set of Fi-vector space Vi

for each i ∈ Γ0, together with Fij -linear map

ψij : Vi ⊗Fi iMj → Vj ⊗Fj jMi

for each arrow ρ : i→ j in Γ1.

A k-representation V = (Vi, ψij) is called nilpotent if collection of linear maps

{ψij : Vi ⊗Fi iMj → Vj ⊗Fj jMi | for all ρ : i→ j in Γ1}

satisfy the following conditions: for any i1 ∈ Γ0, there exists r ∈ N such that ψir−1ir
· · ·ψi2i3ψi1i2

= 0 for any i2, · · · , ir ∈ Γ0.

Let Nrep-S be the full subcategory of rep -S containing all nilpotent representations of S.

Then this category is closed under taking extensions and finite number of direct sums. It is an

Abelian category. The following is easy.

Lemma 2.1 A k-representation V = (Vi, ψij) is nilpotent if and only if its composition

factors belong to the set {S(i) | i ∈ Γre
0 }.

2.4 Borcherds class

Now let C = (I, (−,−), d) be a Borcherds datum. We choose R to be a commutative integral

domain of characteristic zero and choose v to be an invertible element of R.

Let T be the torus of C defined by the generators {Kα | α ∈ Z[I]}. We say that a skew-Hopf

pairing (A+, A−, ϕ) (see [19] for the details) belongs to the Borcherds datum C or (A+, A−, ϕ)

is a member of the Borcherds class L(C) if the following conditions are satisfied:

(A+1) A+ =
⊕

ν∈N[I]

A+
ν is an N[I]-graded associated R-algebra generated by x+

i ∈ A+
i (i ∈ I)

and by A+
0 = T , such that Kαx

+
i = v(α,i)x+

i Kα for all i ∈ I, α ∈ Z[I].
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(A−1) A− =
⊕

ν∈N[I]

A−
ν is an N[I]-graded associatedR-algebra generated by x−i ∈ A−

i (i ∈ I)

and by A−
0 = T , such that Kαx

−
i = v−(α,i)x−i Kα for all i ∈ I, α ∈ Z[I].

(A2) ∆A+(x+
i ) = x+

i ⊗ 1 +Ki ⊗ x+
i , ∆A+(Kα) = Kα ⊗Kα.

∆A−(x−i ) = x−i ⊗K−i + 1 ⊗ x−i , ∆A−(Kα) = Kα ⊗Kα.

(A3) ϕ(x+
i , x

−
j ) = 0 for i 6= j in I. ϕ(x+

i , x
−
i ) 6= 0 for i ∈ I.

ϕ(Kα,Kβ) = v−(α,β), ϕ(x+
i ,Kα) = 0 = ϕ(Kα, x

−
i ) for i ∈ I, α, β ∈ Z[I].

If restricted form ϕ : a+ × a− → R is non-degenerate, then we say that (A+, A−, ϕ) is a

restricted non-degenerate member of L(C), where a+ (resp., a−) is the subalgebra of A+ (resp.,

A−) generated by x+
i (resp., x−i ) (i ∈ I).

Two skew-Hopf pairings (A+, A−, ϕ) and (B+, B−, ϕ) in L(C) are said to be canonically

isomorphic if there are Hopf algebra isomorphisms f : A+ → B+ and f : A− → B− such that

f(x±i ) = y±i for all i ∈ I and f preserves T = A±
0 = B±

0 elementwise, where x±i (resp., y±i )

(i ∈ I) are the generators of A± (resp., B±).

Analogously to [7] (see also [19]), we have the following

Proposition 2.2 Let C = (I, (−,−), d) be a Borcherds datum. Then any two restricted

non-degenerate skew-Hopf pairings in L(C) are canonically isomorphic.

2.5 Quantum generalized Kac-Moody algebra

In this part, we assume that R is a field of characteristic 0, and v in R is not a root of unity.

Let A = (aij)i,j∈I be a symmetrizable Borcherds-Cartan matrix with integer entries and even

diagonal entries with the symmetrizer D = diag{si | i ∈ I}, and let g = g(A) be the generalized

Kac-Moody algebra associated with A generated by the elements hi, di (i ∈ I), ei, fi (i ∈ I)

with the relations as in [12, 13]. Then relative definitions, such as Cartan subalgebra h, Z-lattice

P∨, weight lattice P , simple reflection {ri | i ∈ Ire} and Weyl group W etc., can be defined as

in [12, 13].

The quantum generalized Kac-Moody algebra U = Uv(g) associated with a symmetrizable

Borcherds-Cartan matrix A is an associative algebra with 1 over R generated by the elements

ei, fi (i ∈ I) and Kα (α ∈ Z[I]) with the defining relations:

(R1) K0 = 1, KαKβ = Kα+β, α, β ∈ Z[I],

(R2) Kαei = v(α,αi)eiKα, Kαfi = v−(α,αi)fiKα, α ∈ Z[I], i ∈ I,

(R3) eifj − fjei = δij
Ki −K−i

vsi − v−si
,

(R4)
∑

s+t=1−aij

(−1)se
(s)
i eje

(t)
i = 0 if aii = 2, i 6= j,

∑

s+t=1−aij

(−1)sf
(s)
i fjf

(t)
i = 0 if aii = 2, i 6= j,

where e
(n)
i = en

i /[n]i! and f
(n)
i = fn

i /[n]i!,

(R5) eiej − ejei = 0 = fifj − fjfi if aij = 0.

The algebra U has a Hopf algebra structure with comultiplication ∆, counit ε and antipode
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S being given by

∆(Kα) = Kα ⊗Kα, ε(Kα) = 1, S(Kα) = K−α,

∆(ei) = ei ⊗ 1 +Ki ⊗ ei, ε(ei) = 0, S(ei) = −K−1
i ei,

∆(fi) = fi ⊗K−i + 1 ⊗ fi, ε(fi) = 0, S(fi) = −fiKi, S−1(fi) = −Kifi

for α ∈ Z[I], i ∈ I.

We denote by U≥0 (resp., U≤0) the subalgebra of U generated by Kα (α ∈ Z[I]) and ei

(resp., fi) for i ∈ I. For β ∈ Q+, set

U±
±β = {x ∈ U± | KαxK−α = v±β(h)x for all α ∈ Z[I]}.

By [13], there exists a bilinear form ψ on U≥0 × U≤0 which is given by ψ(x, y) = ξ(y)(x)

for x ∈ U≥0, y ∈ U≤0, where ξ : U≤0 → (U≥0)∗ defined by ξ(Kα) = φα, ξ(fi) = − 1
vsi−v−si

ψi

for α ∈ Z[I], i ∈ I is an algebra homomorphism and the linear functionals φα, ψi ∈ (U≥0)∗ are

given by 



φα(xKβ) = ε(x)v−(α,β) for x ∈ U+, β ∈ Z[I],

ψi(xKα) = 0 for x ∈ U+
β , β ∈ Z[I] \ {αi},

ψi(eiKα) = 1.

And by the properties ψ (see [13]), we can show that (U≥0, U≤0, ψ) is a restricted non-degenerate

member of L(CA) where CA = (I, (−,−), d) is the Borcherds datum of A.

For λ ∈ h∗, let M(λ) be the Verma U -module and L(λ) be the corresponding irreducible

quotient module. Let T denote the set of all imaginary simple roots αi (i ∈ I im). We have

Proposition 2.3 (See [1, 13]) For λ ∈ h∗, if (λ, αi) ≥ 0 for i ∈ I, and (λ, αi) ∈ Z for

i ∈ Ire, then we have

chM(λ) =
e(λ)∏

α∈∆+

(1 − e(−α))dim gα
= e(λ)

∑

β∈Q+

(dimU−
−β)e(−β),

chL(λ) =

∑
w∈W,F⊂T

(−1)ℓ(w)+|F |e(w(λ + ρ+ s(F )) − ρ)

∏
α∈∆+

(1 − e(−α))dim gα
,

where ∆+ denotes the set of positive roots of g, gα denotes the root space, and F runs over all

finite subsets of T such that (λ, αi) = 0 for αi ∈ F and (αi, αj) = 0 for αi, αj ∈ F with i 6= j.

|F | denotes the number of elements in Fand s(F ) denotes the sum of elements in F .

3 Double Ringel-Hall Algebra and Its Decomposition

In this part, we assume that k = Fq is a finite field of q elements, and set v =
√
q. Let Γ be

any valued quiver, and S be a k-species of Γ with tensor algebra Λ.

3.1 Ringel-Hall algebra and its Drinfeld double

We denote by P the set of isomorphic classes of finite k-representations of S, and denote

by I ⊂ P the set of isomorphic classes of simple k-representations of S. Set P1 = P \ {0}. For

each α ∈ P , let Vα be the representative in the isoclass α. And in particular, we denote by Vi

the representative in the isoclass i ∈ I.
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By Subsection 2.3, we have Γ0 ⊆ I. Set I1 = I \Γ0. The representative Vα in the isoclass α

is a representation of S with dimVα ∈ NΓ0. For Euler form 〈−,−〉 and symmetric Euler form

(−,−), we define

〈α, β〉 = 〈dimVα, dimVβ〉, (α, β) = (dimVα, dimVβ) for all α, β ∈ P .

In particular, 〈i, j〉 = 〈dimVi, dimVj〉 (i, j ∈ I). Set dimVi = αi for i ∈ I (in particular, αi = ei

for i ∈ Γ0), and set dimVα = dα for α ∈ P \ I.
For any α, β, λ ∈ P , let gλ

αβ be the number of submodules M of Vλ such that M ∼= Vβ

and Vλ/M ∼= Vα. And more generally, if α1, · · · , αt, λ ∈ P , let gλ
α1···αt

be the number of the

filtrations 0 = Mt ⊆ Mt−1 ⊆ · · · ⊆ M1 ⊆ M0 = Vλ such that Mi−1/Mi
∼= Vαi

for all 1 ≤ i ≤ t.

For each λ ∈ P , set aλ = |Autk(Vλ)|.
We recall the definition of the Ringel-Hall algebra of Λ and its Drinfeld double (see [4, 19]).

Let R be a subfield of the real number field R containing v, and H+(Λ) be an R-vector space

with basis {Kαu
+
λ | α ∈ ZΓ0, λ ∈ P}. In the following sense, H+(Λ) becomes a Hopf algebra:

(1) Multiplication (see [15]):

u+
αu

+
β =

∑

λ∈P

v〈α,β〉gλ
αβu

+
λ for all α, β ∈ P ,

Kαu
+
λ = v(α,λ)u+

λKα for all λ ∈ P , α ∈ ZΓ0,

KαKβ = Kα+β for all α, β ∈ ZΓ0

with unit 1 = u+
0 = K0.

(2) Comultiplication (see [7]):

∆(u+
λ ) =

∑

α,β∈P

v〈α,β〉gλ
αβ

aαaβ

aλ

u+
αKdβ

⊗ u+
β for all λ ∈ P ,

∆(Kα) = Kα ⊗Kα for all α ∈ ZΓ0

with counit: ε(u+
λ ) = 0 for 0 6= λ ∈ P , and ε(Kα) = 1 for α ∈ ZΓ0.

(3) Antipode (see [19]):

S(u+
λ ) = δλ0 +

∑

m≥1

(−1)m
∑

π∈P,
λ1,··· ,λm∈P∞

v
2
P
i<j

〈λi,λj〉 aλ1 · · ·aλm

aλ

gλ
λ1···λm

gπ
λ1···λm

K−dλ
u+

π , λ ∈ P ,

S(Kα) = K−α for all α ∈ ZΓ0.

We call Hopf algebra H+(Λ) the (extended twisted) Ringel-Hall algebra of Λ. The subspace

h+(Λ) of H+(Λ) generated by {u+
λ | λ ∈ P} is an associative subalgebra. For simple represen-

tation Vi, i ∈ I, we have ∆(u+
i ) = u+

i ⊗ 1 + Kαi
⊗ u+

i , and S(u+
i ) = −K−αi

u+
i . h+(Λ) and

H+(Λ) are all NΓ0-graded.

Dually, we can define a Hopf algebra H−(Λ) and its subalgebra h−(Λ).

By [19], there exists a bilinear map ϕ : H+(Λ) ×H−(Λ) → R, defined by

ϕ(Kαu
+
β ,Kα′u+

β′) = v−(α,α′)−(β,α′)+(α,β′) |Vβ |
aβ

δββ′ .

And in fact ϕ is a skew Hopf pairing. So there exists a Hopf algebra structure on H+(Λ) ⊗
H−(Λ). Therefore, we can define Drinfeld double of (H+(Λ),H−(Λ), ϕ). The ideal generated
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by {Kα ×K−α − 1 | α ∈ ZΓ0} is a Hopf ideal. The quotient by modular this Hopf ideal is a

Hopf algebra, which is called the double Ringel-Hall algebra of Λ. We denote it by D(Λ). Let

T be the torus algebra generated by {Kα | α ∈ ZΓ0}. Then we have triangular decomposition

D(Λ) = h−(Λ) ⊗ T ⊗ h+(Λ).

The subalgebra C(Λ) of D(Λ) generated by {u±i ,K±
i | i ∈ Γ0} is called the double com-

position algebra of Λ. It is a Hopf subalgebra and admits a triangular decomposition C(Λ) =

c−(Λ) ⊗ T ⊗ c+(Λ), where c+(Λ) (resp., c−(Λ)) is the composition algebra, which is generated

by {u+
i | i ∈ Γ0} (resp., {u−i | i ∈ Γ0}), and is still NΓ0-graded.

Furthermore, D(Λ) admits an operator ω which is defined by

ω(u+
λ ) = u−λ , ω(u−λ ) = u+

λ for λ ∈ P ,
ω(Kα) = −K−α for α ∈ ZΓ0

and ϕ(x, y) = ϕ(ω(y), ω(x)) for x ∈ h+(Λ), y ∈ h−(Λ).

3.2 The structure of double Ringel-Hall algebra

Let Γ = (Γ0,Γ1) be a valued quiver of any type and S be a k-species of Γ. Let AΓ be the

corresponding Borcherds Cartan matrix and let CΓ be the Borcherds datum of AΓ. Let Λ be

the tensor algebra of S. Following an idea of Sevenhant and Van den Bergh [17], we consider

the structure of the double Ringel-Hall algebra D(Λ) (see also [4]).

Let F be the fundamental set of NΓ0, which by definition is the set

{0 6= α ∈ NΓ0 | (α, ei) ≤ 0 for all i ∈ Γ0, and suppα is connected }.

Set

F0 = F \
( ⋃

i∈I\Γre
0

ei

)
.

For α, β ∈ ZΓ0, we define α ≤ β by β − α ∈ NΓ0.

For each θ ∈ NΓ0, we define

Ξ+
θ =

∑

µ+ν=θ
µ6=θ 6=ν

h+(Λ)µh+(Λ)ν and Ξ−
θ =

∑

µ+ν=θ
µ6=θ 6=ν

h−(Λ)µh−(Λ)ν .

It is easy to see Ξ−
θ = ω(Ξ+

θ ).

For each θ ∈ NΓ0, we also define

L+
θ = {x+ ∈ h+(Λ)θ | ϕ(x+,Ξ−

θ ) = 0} and L−
θ = {y− ∈ h−(Λ)θ | ϕ(Ξ+

θ , y
−) = 0}.

So obviously, we have L−
θ = ω(L+

θ ).

Lemma 3.1 (See [4]) (1) The elements in each L±
θ are primitive, that is for each x+ ∈ L+

θ ,

we have ∆(x+) = x+ ⊗ 1 + Kθ ⊗ x+ and S(x+) = −K−θx
+. For each y− ∈ L−

θ , we have

∆(y−) = y− ⊗K−θ + 1 ⊗ y− and S(y−) = −y−Kθ.

(2) For x+ ∈ L+
θ , y

− ∈ L−
θ , we have

x+y− − y−x+ = −ϕ(x+, y−)(Kθ −K−θ).

(3) If L±
θ 6= 0, then θ ∈ F0. And θ is the dimension vector of an indecomposable represen-

tation.
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For each i ∈ I, we have

u+
i u

−
j − u−j u

+
i = −ϕ(u+

i , u
−
i )(Kαi

−K−αi
)δij = −|Vi|(v − v−1)

ai

Kαi
−K−αi

v − v−1
δij , (3.1)

where ai = |Aut Vi|. Set χi = − ai

|Vi|(v−v−1) and set Ei(0) = u+
i , Fi(0) = χiu

−
i . Then

Ei(0)Fj(0) − Fj(0)Ei(0) =
Kαi

−K−αi

v − v−1
δij .

In particular, if i ∈ Γ0, then χi = −v−εi , and

Ei(0)Fj(0) − Fj(0)Ei(0) =
Ki −K−i

vεi − v−εi
δij . (3.2)

For θ ∈ F0, let ηθ = dimR L
±
θ .

Lemma 3.2 (See [4]) There exists an R-basis {Ep(θ) | 1 ≤ p ≤ ηθ} of L+
θ and nonzero

elements χθ,p ∈ R, such that

ϕ(Ep(θ), χθ,qω(Eq(θ))) =
−1

v − v−1
δpq.

If set Fp(θ) = χθ,pω(Ep(θ)), then by the above lemmas, we have

Ep(θ)Fq(π) − Fq(π)Ep(θ) =
Kθ −K−θ

v − v−1
δpqδθπ (3.3)

for θ, π ∈ F0, 1 ≤ p ≤ ηθ, 1 ≤ q ≤ ηπ.

Now for each subset E ⊆ F0, we denote by d±E (Λ) the subalgebra of h±(Λ) generated by

c±(Λ) and L±
θ with θ ∈ E . Then d±E (Λ) is NΓ0-graded and the restriction of ϕ on d+

E (Λ)×d−E (Λ)

is non-degenerate. Set

DE(Λ) = d−E (Λ) ⊗ T ⊗ d+
E (Λ) for E ⊆ F0.

In particular, we have

D∅(Λ) = C(Λ) and DF0(Λ) = D(Λ).

So for any E ⊆ F0, we get a family of subalgebras d±E (Λ) of h±(Λ) and a family of subalgebras

DE(Λ) of D(Λ).

3.3 Uniqueness of skew-Hopf pairing

Now we extend Borcherds datum C = (I, (−,−), d) as in [4]. Choose non-zero element

δj ∈ N[I] for each j ∈ J , where J is an index set. And assume that the set {j′ ∈ J | δj′ = δj}
for each j ∈ J is finite. Denote by C̃ the datum (I, (−,−), d, {δj | j ∈ J}). In particular, we

set δi = i for i ∈ I. We call C̃ an extended Borcherds datum.

Analogously to Subsection 2.4, given an extended Borcherds datum C̃ = (I, (−,−), d, {δj |
j ∈ J}), a skew-Hopf paring (A+, A−, ϕ) is said to belong to C̃ or (A+, A−, ϕ) is a member of

the extended Borcherds datum L(C̃) if A± =
⊕

ν∈N[I]

A±
ν is an N[I]-graded associated R-algebra

generated by x±i ∈ A±
i (i ∈ I ∪ J) and by A±

0 = T , such that the similar relations (A±1), (A2)

and (A3) in Subsection 2.4 are satisfied.

And then we have the similar definitions of restricted non-degenerate member of L(C̃) and

of canonically isomorphic for two skew-Hopf pairings in L(C̃).
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Proposition 3.1 Let C̃ = (I, (−,−), d, {δj | j ∈ J}) be an extended Borcherds datum. Then

any two restricted non-degenerated skew-Hopf pairings in L(C̃) are canonically isomorphic.

Example 3.1 For each E ⊆ F0, we set JE = {j = (θ, p) | θ ∈ E , 1 ≤ p ≤ ηθ}. If

j = (θ, p) ∈ JE , we set δj = θ. Set C̃E = (Γ0, (−,−), d, {δj | j ∈ JE}). Then it is easy to see

that (D+
E (Λ),D−

E (Λ), ϕ) is a restricted non-degenerate member of L(C̃E ). And in particular, for

J∅ (resp., J = JF0), (C+(Λ), C−(Λ), ϕ) (resp., (H+(Λ),H−(Λ), ϕ)) is a restricted non-degenerate

member of L(C̃∅) = L(CΓ) (resp., L(C̃F0)), where C̃F0 = (Γ0, (−,−), d, {δj | j ∈ J}).

For a valued quiver Γ of any type, let Γ′ be the valued quiver obtained from Γ by choosing

another orientation. Let S′ be a k-species of Γ′ with tensor algebra Λ′. Then S′ is obtained

from S by replacing iM
ρ
j by its k-dual whenever the orientation of ρ : i−j in Γ′ is different of it

in Γ. Let H±(Λ′) be the Ringel-Hall algebra of Λ′. Then according to the fact that the number

of the isoclasses of indecomposable representations of fixed dimension vector is independent of

the orientation of Γ, analogously to [4], we have

Theorem 3.1 For any subset E ⊆ F0, there exists Hopf algebra isomorphism: ΦE :

DE(Λ) → DE(Λ′) such that for E ⊆ G ⊆ F0, we have the following commutative diagram

DE(Λ)

Φm

��

⊆ DG(Λ)

Φm+1

��

⊆ DF0(Λ)

Φ

��

DE(Λ′) ⊆ DG(Λ′) ⊆ DF0(Λ
′)

and in particular, Ringel-Hall algebra H(Λ) and H(Λ′) are canonically isomorphic.

Remark 3.1 Ringel-Hall algebra H(Λ) is independent of the orientation of the valued

quiver Γ.

3.4 Generic composition algebra

Let Γ = (Γ0,Γ1) be any valued quiver with positive integers {εi} and a pair of nonnegative

integers (dρ
ij , d

ρ
ji). Let S be a k-species of Γ. Assume that C = (Γ0, (−,−), d) is the Borcherds

datum of Γ.

Let K be a set of finite field k, such that the set {|k| | k ∈ K} is infinite. Let R be a subfield of

real number field R containing, for each k ∈ K, an element vk such that v2
k = |k|. For each finite

field k ∈ K, we have the (extended twisted) Ringel-Hall algebra H+(Λk), where Λk is the tensor

algebra of k-species Sk which is associated with S, and then the composition algebra C+(Λk)

which is the R-algebra generated by the elements u+
i (k) (i ∈ Γ0) and Kα = Kα(k) (α ∈ ZΓ0).

Consider the direct product

H+(Λ̃) =
∏

k∈K

H+(Λk).

v, v−1 and ũ+
i are elements of H+(Λ̃) whose k-components are vk, v

−1
k and u+

i (k) respectively.

Denote by C+(Λ̃) the subalgebra of H+(Λ̃) generated by Q, v, v−1 and ũ+
i and K̃α = (Kα).

Since v is central in C+(Λ̃) and there is no p(T ) ∈ Q(T ) such that p(v) = 0 unless p(T ) = 0, we

may regard C+(Λ̃) as the Q[v, v−1]-algebra generated by ũ+
i (i ∈ Γ0) and K̃α (α ∈ ZΓ0). Denote

by c+(Λ̃) the Q[v, v−1]-subalgebra of C+(Λ̃) generated by ũ+
i (i ∈ Γ0). Define Q(v)-algebra

C∗+(Λ̃) = Q(v) ⊗Q[v,v−1] C+(Λ̃)
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with u∗i
+ = 1 ⊗ ũ+

i ∈ C∗+(Λ̃), called the generic composition algebra of the Borcherds datum

C.

c∗
+(Λ̃) = Q(v) ⊗Q[v,v−1] c+(Λ̃)

is a subalgebra of C∗+(Λ̃) generated by u∗i
+ (i ∈ Γ0).

Dually we can construct H−(Λ̃), C−(Λ̃), c−(Λ̃), C∗−(Λ̃) and c∗−(Λ̃).

The skew-Hopf pairing ϕk : H+(Λk) × H−(Λk) → Rk, for each k ∈ K, induces an R-linear

map

ϕ̃ : H+(Λ̃) ×H−(Λ̃) →
∏

k∈K

Rk

which is given by ϕ̃(x, y) = (ϕk(xk, yk))k∈K for x = (xk)k∈K ∈ H+(Λ̃) and y = (yk)k∈K ∈
H−(Λ̃), where Rk = R for all k ∈ K. And we have

ϕ̃(ũ+
i , ũ

−
i ) = (ϕk(u+

i (k), u−i (k)))k∈K =
( v2εi

k

v2εi−1
k

)

k∈K
.

For x = (xk)k∈K ∈ C+(Λ̃)µ and y = (yk)k∈K ∈ C−(Λ̃)µ where µ =
∑

i∈Γ0

µii, there exists

Mx,y(v) ∈ Q[v, v−1] and positive integer n(x, y), such that ϕ̃(x, y) = Mx,y(v)
∏

i∈Γ0

ϕ̃(ũ+
i , ũ

−
i )µi

and (v2εi − 1)n(x,y)ϕ̃(x, y) ∈ Q[v, v−1].

Hence, ϕ̃ induces a skew-Hopf pairing ϕ : C∗+(Λ̃) × C∗−(Λ̃) → Q(v) which is a member

of L(C) over Q(v), and then we can get the reduced Drinfeld double C∗(Λ̃), called the double

generic composition algebra. It admits a decomposition C∗(Λ̃) = c∗−(Λ̃) ⊗ T ⊗ c∗+(Λ̃).

And for m,n, i, j ∈ Γ0, we have

ϕ(K̃mu
∗
i
+, K̃nu

∗
j
−) = (ϕk(Kmu

+
i (k),Knu

+
j (k))k∈K)

=
(
v
−(em,en)−(ei,en)+(em,ei)
k

v2εi

k

v2εi

k − 1
δij

)

k∈K

= v−(em,en)−(ei,en)+(em,ei)
v2εi

v2εi − 1
δij1.

In particular for F = Q, we have the quantum generalized Kac-Moody algebra U = Uv(g)

over Q(v). For bilinear form ψ : U≥0 × U≤0 → Q(v), by formula (3.1), we have

ψ(Kmei,Kn(−vdi)fj) = (−vεi)(−v−(em,en)−(ei,en)+(em,ei))
1

vεi − v−εi
δij

= v−(em,en)−(ei,en)+(em,ei)
v2εi

v2εi − 1
δij .

So we have

Theorem 3.2 Let Γ be any valued quiver and S be a k-species of Γ. CΓ = (Γ0, (−,−), d)

is the Borcherds datum of Γ and A is the Borcherds-Cartan matrix of Γ. Let U = Uv(g) be the

quantum generalized Kac-Moody algebra of A over Q(v), and C∗(Λ̃) be the double generic com-

position algebra associated with CΓ. Then the correspondence u∗i
+ 7→ ei, u

∗
i
− 7→ −vεifi, K̃i 7→

Ki (i ∈ Γ0) induces a Hopf algebra isomorphism C∗(Λ̃) → U .

Remark 3.2 The theorem still holds if we give up the condition: “generic” and take v to

be the square root of |k| (see [14]).
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3.5 Drinfeld double D
′(Λ)

Let C = (Γ0, (−,−), d) be the Borcherds datum of a valued quiver Γ (or a Borcherds-

matrix), and C̃ = (Γ0, (−,−), d, {δj | j ∈ J}) be the extended Borcherds datum, where J =

JF0 = {(θ, p) | θ ∈ F0, 1 ≤ p ≤ ηθ} and δ(θ,p) = θ for θ ∈ F0 and for all 1 ≤ p ≤ ηθ. We define

C̃′ = (Γ0 ∪ J, (−,−)′, d′), where (i, j)′ = (δi, δj) for all i, j ∈ Γ0 ∪ J and d′ = (di)i∈Γ0∪J with

d′i = di for i ∈ Γ0 and d′i = 1 for i ∈ J . Then we have the reduced Drinfeld double D′(Λ) of the

restricted non-degenerate member of L(C̃′).

We extend the torus T of C = (Γ0, (−,−), d) to the torus T ′ of C̃′ = (Γ0 ∪ J, (−,−)′, d′)

and view D(Λ) as a Z[Γ0 ∪ J ]-graded Hopf algebra. Set xi = Ei(0), yi = Fi(0) for i ∈ Γ0, and

set xj = Ep(θ), yj = Fp(θ) for j = (θ, p) ∈ J . Thus D′(Λ) admits a triangular decomposition

D′(Λ) = h′−(Λ) ⊗ T ′ ⊗ h′+(Λ),

where h′+(Λ) (resp., h′−(Λ)) is generated by xi (resp., yi) for i ∈ Γ0 ∪J . We also set H′+(Λ) =

T ′ ⊗ h′+(Λ) and H′−(Λ) = T ′ ⊗ h′−(Λ). They are all naturally N[Γ0 ∪ J ]-graded.

Let ϕ′ : H′+(Λ) ×H′−(Λ) → R be the restricted paring induced by ϕ, which satisfies that

ϕ′(xi, yj) = δij for all i ∈ Γ0 ∪ J .

Moreover, it is easy to see that there exists a Hopf algebra epimorphism p : D′(Λ) → D(Λ)

such that p(xi) = xi, p(yi) = yi and p(Ki) = Kδi
for i ∈ Γ0 ∪ J .

For the Borcherds datum C̃′ = (Γ0 ∪ J, (−,−)′, d′), there exists a Borcherds-Cartan matrix

A′ = (a′ij)i,j∈Γ0∪J associated to C̃′, such that d′ia
′
ij = (δi, δj) = (i, j)′ for all i, j ∈ Γ0 ∪ J , that

is

a′ij =

{
(δi,δj)

di
for i ∈ Γ0,

(δi, δj) for i ∈ J.

And A′ is symmetrizable, with D = diag(d′i | i ∈ Γ0 ∪ J). So we can define the generalized

Kac-Moody algebra g′ = g(A′) and its quantization U ′ = Uv(g
′) as in Subsection 2.5. Let ∆′ be

the root system of g′. The symmetric bilinear form on the Cartan subalgebra h′of g′ is exactly

the bilinear form (−,−)′ in the Borcherds datum C̃′ = (Γ0 ∪ J, (−,−)′, d′).

Let W ′ be the Weyl group of g′ generated by the reflections {r′i | i ∈ Γre
0 } defined by

r′i(λ) = λ− (λ,i)′

d′
i
i for λ ∈ Z[Γ0 ∪ J ].

Define a linear map δ : Z[Γ0 ∪J ] → ZΓ0 by δ(i) = δi for i ∈ Γ0 ∪J . Then we have δr′i = riδ

for ri ∈ W , the Weyl group of g = g(A). It is easy to see that r′i 7→ ri, i ∈ Γre
0 induces a group

isomorphism W ′ ∼= W . So we have

Lemma 3.3 δ(∆′) = ∆.

4 Representation Theory and Complete Reducibility

4.1 Category O and category Õ

Let Λ be the hereditary algebra defined as in the above section, and D(Λ) be the double

Ringel-Hall algebra of Λ. LetX be the weight lattice of C = (Γ0, (−,−), d), i.e., X = {λ ∈ ZΓ0 |
(λ, i) ∈ Z for all i ∈ Γ0}. A D(Λ)-module M is called a weight module if M admits a weight

space decomposition M =
⊕

λ∈X

Mλ, where Mλ := {m ∈ M | Kαm = v(α,λ)m for all α ∈ ZΓ0}.

We call wt(M) := {λ ∈ X |Mλ 6= 0} the set of weights of M .

For α =
∑
kii ∈ ZΓ0, set trα =

∑
ki.
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We denote by O the category consisting of weight modules M which satisfy: (1) every

weight space is finite dimensional, (2) for every x ∈ M , there exists an n0 ≥ 0 such that

h+(Λ)αx = 0 for α ∈ ZΓ0 whenever trα ≥ n0.

A weight D(Λ)-module V is called a highest weight module with highest weight λ ∈ X if

there exists a nonzero vector vλ ∈ V (called a highest weight vector), such that (1) u+
i vλ = 0

for all i ∈ Γ0, (2) D(Λ)vλ = V .

For λ ∈ X , denote by J(λ) the left ideal of D(Λ) generated by Ep(θ) (j = (θ, p) ∈ Γ0 ∪ J)

and Kα − v(δ(α),λ)1 (α ∈ Z[Γ0 ∪ J ]), and set V (λ) = D(Λ)/J(λ). Then V (λ) admits a left

D(Λ)-module structure under left multiplication. V (λ) is called the Verma module. Then

L(λ) := V (λ)/N(λ) is an irreducible highest weight D(Λ)-module with highest weight λ, where

N(λ) is the unique maximal submodule of V (λ).

Set X+ = {λ ∈ X | (λ, i) ≥ 0 for all i ∈ Γ0}, the set of the dominant integral weights. We

consider the structure of the irreducible highest weight D(Λ)-module L(λ) with λ ∈ X+.

Proposition 4.1 Let λ ∈ X+ be a dominant integral weight, and µ be a weight of L(λ).

For each j = (θ, p) ∈ Γim
0 ∪ J , we have

(a) (µ, δj) = (µ, θ) ∈ Z≥0,

(b) if (µ, δj) = 0, then L(λ)µ−δj
= 0, and Fp(θ)(L(λ)µ) = 0,

(c) if (µ, δj) ≤ −(δj , δj) and (δj , δj) 6= 0, then Ep(θ)(L(λ)µ) = 0.

Proof For µ ∈ wt(L(λ)), we may assume that µ = λ − α where α =
s∑

k=1

jk with jk ∈ Γ0.

For any j ∈ Γim
0 ∪ J , we have that (jk, δj) ≤ 0 for each 1 ≤ k ≤ s. Then (α, δj) ≤ 0, and

(µ, δj) = (λ− α, δj) = (λ, δj) − (α, δj) ≥ (λ, δj) ≥ 0.

If (µ, δj) = 0, then (λ, δj) = (α, δj) =
( s∑

k=1

jk, δj

)
= 0. So (jk, δj) = 0 for all 1 ≤ k ≤ s, and

Fjk
(0)Fp(θ) = Fp(θ)Fjk

(0). Then Fp(θ)u
−
α vλ = u−αFp(θ)vλ = 0. But u−α vλ ∈ L(λ)λ−α = L(λ)µ,

so Fp(θ)(L(λ)µ) = 0.

If (µ, δj) ≤ −(δj, δj) 6= 0, then (µ+ δj, δj) = (µ, δj) + (δj , δj) ≤ 0. If (µ + δj , δj) = 0, then

by (b), we have L(λ)µ = 0, a contradiction to the fact µ ∈ wt(L(λ)). And then by (a), we have

that Ep(θ)(L(λ)µ) = 0.

We define

Definition 4.1 The category Õ consists of D(Λ)-module M satisfying the following prop-

erties:

(1) M belongs to the category O,

(2) if j ∈ Γre
0 , then the action of u−j on M is locally nilpotent,

(3) if j ∈ Γim
0 ∪ J , then (µ, δj) ∈ Z≥0 for all µ ∈ wt(M),

(4) if j ∈ Γim
0 ∪ J , and (µ, δj) = 0, then Fp(θ)Mµ = 0,

(5) if j ∈ Γim
0 ∪ J , (µ, δj) = −(δj , δj) and (δj , δj) 6= 0, then Ep(θ)Mµ = 0.

Proposition 4.2 Let L(λ) be the irreducible highest weight D(Λ)-module with highest weight

λ ∈ X. Then L(λ) belongs to the category Õ if and only if λ ∈ X+.

Proof Assume that L(λ) belongs to the category Õ. If i ∈ Γre
0 , the action of u−i on

L(λ) is locally nilpotent, so there exists a non-negative integer ni such that (u−i )ni 6= 0, but

(u−i )ni+1 = 0. Then by u+
i u

−
i = u−i u

+
i + −|Vi|

ai
(Ki −K−i), we have

0 = u+
i (u−i )ni+1vλ =

−|Vi|
ai

1 − v−(i,i)(ni+1)

1 − v−(i,i)

(
v(i,λ) − v−(i,λ)

v−ni(i,i)

)
(u−i )nivλ.
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So (i, λ) = (i,i)ni

2 ∈ Z≥0.

If i ∈ Γim
0 , we have (λ, i) ∈ Z≥0 by the above definition.

If λ ∈ X+, by Proposition 4.1, L(λ) belongs to the category Õ.

A weight D(Λ)-module M in the category Õ is said to be integrable.

4.2 Category O
′ and category Õ

′

Let D′(Λ) be the reduced Drinfeld double in Subsection 3.5 which is generated by xj , yj (j ∈
Γ0 ∪ J) with triangular decomposition D′(Λ) = h′−(Λ) ⊗ T ′ ⊗ h′+(Λ).

Let X ′ = {λ ∈ Z[Γ0 ∪ J ] | (λ, i)′ ∈ Z for all i ∈ Γ0 ∪ J} be the weight lattice of C̃′ =

(Γ0 ∪ J, (−,−)′, d′).

Now for α =
∑
kjj ∈ Z[Γ0 ∪ J ], let ᾱ =

∑
kjδj ∈ ZΓ0. We set trα = tr ᾱ.

We define O′ to be the category consisting of weight D′(Λ)-modules M which satisfy: for

each m ∈M , there exists n0 ≥ 0 such that h′+(Λ)αm = 0 for α ∈ Z[Γ0 ∪ J ] with trα ≥ n0.

For each λ ∈ X ′, let J ′(λ) be the left ideal of D′(Λ) generated by xi (i ∈ Γ0 ∪ J) and

Kα−v(λ,α)′1 (α ∈ Z[Γ0∪J ]). Set V ′(λ) = D′(Λ)/J ′(λ). Then V ′(λ) admits a left D′(Λ)-module

structure under left multiplication. We call V ′(λ) the Verma module. Using the triangular

decomposition of D′(Λ), we have a bijection η : h′−(Λ) → V ′(λ); y 7→ y + J ′(λ). Under this

bijection, h′−(Λ) admits a left D′(Λ)-module structure. So η is in fact a module isomorphism.

The module structure of h′−(Λ) is given by

Kα · y = v(α,λ−β)′y, yi · y = yiy, xi · 1 = 0

for all y ∈ h′−(Λ)β , α ∈ Z[Γ0 ∪ J ] and i ∈ Γ0 ∪ J .

Let L′(λ) be the irreducible highest weight module with highest weight λ.

We define X ′+ = {λ ∈ X ′ | (λ, i)′ ≥ 0 for all i ∈ Γ0 ∪ J}, and set Jλ = {i ∈ Γ0 ∪ J |
(λ, i)′ = 0}.

Proposition 4.3 Let λ ∈ X ′+ be a dominant integral weight.

(1) The highest weight vector v′λ of L′(λ) satisfies that




y

(λ,i)′

d′
i

+1

i v′λ = 0, if i ∈ Γre
0 ,

yiv
′
λ = 0, if i ∈ Jλ.

(4.1)

(2) Let (V, λ, v) be a highest weight D′(Λ)-module with highest weight λ ∈ X ′+ and highest

weight vector v, if v satisfies relation (4.1), then V is isomorphic to L′(λ).

Similarly to Proposition 4.1, we have

Proposition 4.4 Let µ be a weight of L′(λ) with λ ∈ X ′+, and i ∈ Γim
0 ∪ J . Then

(1) (µ, i)′ ∈ Z≥0,

(2) if (µ, i)′ = 0, then L′(λ)µ−i = 0 and yi(L
′(λ)µ) = 0,

(3) if (µ, i)′ ≤ −(i, i)′ and (i, i)′ 6= 0, then xi(L
′(λ)µ) = 0.

By formula (3.3), for i = (θ, p) ∈ Γ0 ∪ J , we have xiyi − yixi =
Kθ−K−θ

v−v−1 . And for n ∈ N, we

have

xiy
n+1
i v′λ =

1

v − v−1

1 − v−(θ,i)′(n+1)

1 − v−(θ,i)′

(
v(θ,λ)′ − v−(θ,λ)′ 1

v−(θ,i)′n

)
yn

i v
′
λ. (4.2)

Now we define the category Õ′ of integrable D′(Λ)-module.
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Definition 4.2 The category Õ′ consists of D′(Λ)-modules M satisfying the following prop-

erties:

(1) M lies in the category O′,

(2) if i ∈ Γre
0 , the action of yi on M is locally nilpotent,

(3) if i ∈ Γim
0 ∪ J , then (µ, i)′ ∈ Z≥0 for all µ ∈ wt(M),

(4) if i ∈ Γim
0 ∪ J , and (µ, i)′ = 0, then yiMµ = 0,

(5) if i ∈ Γim
0 ∪ J , (µ, i)′ = −(i, i)′ and (i, i)′ 6= 0, then xiMµ = 0.

Then we have

Proposition 4.5 Let L′(λ) be the irreducible highest weight D′(Λ)-module with highest

weight λ ∈ X ′. Then L′(λ) belongs to the category Õ′ if and only if λ ∈ X ′+.

Proposition 4.6 (1) If M is a highest weight D′(Λ)-module in the category Õ′ with highest

weight λ ∈ X ′, then λ ∈ X ′+, and M ∼= L′(λ).

(2) Every irreducible D′(Λ)-module in the category Õ′ is isomorphic to some L′(λ) for some

λ ∈ X ′+.

Proof (1) Suppose M lies in the category Õ′ with highest weight vector v′λ. If i ∈ Γre
0 ,

then by formula (4.2), setting ni = 2(θ,λ)′

(θ,i)′ = 2(i,λ)′

(i,i) , we have yni+1
i v′λ = 0.

If i ∈ Γim
0 ∪ J , then by Definition 4.2, we have (λ, i)′ ∈ Z≥0. And if (λ, i)′ = 0, then

yiMλ = 0, i.e., yiv
′
λ = 0. Hence λ ∈ X ′+. By Proposition 4.3, we have M ∼= L′(λ).

(2) Let V be an irreducible D′(Λ)-module in the category Õ′. By the definition, V lies in

the category O′. Let V =
⊕

µ∈X′

Vµ, where Vµ’s are finite dimensional weight spaces. And for any

m ∈ V , there exists an integer n ≥ 0, such that h′+(Λ)αm = 0 for α ∈ Z[Γ0 ∪ J ] with trα ≥ n.

Now for weight space Vµ, let mµ be any element in Vµ, so there exists n such that xαmµ = 0

for α with trα ≥ n. Let n0 be the minimal integer satisfying this condition, i.e., there exists

α0 such that xα0mµ 6= 0 with trα0 < n0. Now assume that trα0 is the maximal ones. Then

for any i ∈ Γ0 ∪ J , xixα0mµ = 0, and Kβxα0mµ = v(β,µ+α0)′xα0mµ. So V = D′(Λ)xα0mµ is a

highest weight D′(Λ)-module in the category Õ′. By (1), we have V ∼= L′(λ).

4.3 Complete reducibility

In the following part, we consider the complete reducibility of modules in the category Õ
and the category Õ′.

Define an anti-involution σ of D′(Λ) by σ(xi) = yi, σ(yi) = xi, σ(Ki) = Ki for all i.

Let M =
⊕

λ∈X′

Mµ be a D′(Λ)-module in the category Õ′. We define its finite dual (see

[9, 10]) to be the vector space

M∗ :=
⊕

λ∈X′

M∗
λ where M∗

λ := HomR(Mλ, R).

Using σ, we can construct a D′(Λ)-module structure on M∗ by

(x · φ)(v) = φ(σ(x) · v) for x ∈ D′(Λ), φ ∈M∗, v ∈M.

Let M be a D′(Λ)-module in the category Õ′. A maximal weight ofM is a weight λ ∈ wt(M)

such that λ + i is not a weight of M for any i ∈ Γ0 ∪ J . Then for a nonzero vector vλ ∈ Mλ

and set V = D′(Λ)vλ, we have λ ∈ X ′+ and V ∼= L′(λ).

Take ϕλ ∈M∗
λ satisfying ϕλ(vλ) = 1, and set W = D′(Λ)ϕλ. Then W ∼= L′(λ).
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Lemma 4.1 Let M be a D′(Λ)-module in the category Õ′ and V be the submodule of M

generated by a nonzero vector vλ of maximal weight λ. Then we have M ∼= V ⊕ (M/V ).

Theorem 4.1 Every D′(Λ)-module in the category Õ′ is isomorphic to a direct sum of

irreducible highest weight module L′(λ) with λ ∈ X ′+.

Proof By Proposition 4.3, it is enough to prove that any D′(Λ)-module M in the category

Õ′ is semisimple.

Firstly, if M is generated as a D′(Λ)-module by a finite dimensional H′+(Λ)-module M , we

use induction on the dimension of M to prove that M is semisimple.

If M 6= 0, we choose a nonzero vector vλ of maximal weight λ of M in X ′+, and set V =

D′(Λ)vλ
∼= L′(λ). By the above lemma, we have M ∼= V ⊕ (M/V ). M/V = D′(Λ)(M/M ∩ V )

and dim(M/M ∩ V ) < dimM . So by induction hypothesis, M/V is semisimple. Hence M is

semisimple.

Let M ba an arbitrary D′(Λ)-module in the category Õ′. For any m ∈ M , H′+(Λ)m is

finite dimensional, and then D′(Λ)m is semisimple. And M is a sum of D′(Λ)-module D′(Λ)m,

which is equivalent to the direct sum of D′(Λ)m by [2]. So M is completely reducible.

Proposition 4.7 Let L(λ) be the irreducible highest weight D(Λ)-module with highest

weight λ ∈ X+ and highest weight vector vλ. Then






(u−i )
(λ,δi)

εi
+1
vλ = 0, if i ∈ Γre

0 .

(u−i )vλ = 0, if i ∈ Jλ ∩ Γ0.

Fp(θ)vλ = 0, if i = (θ, p) ∈ Jλ ∩ (J \ Γ0).

(4.3)

Theorem 4.2 Every D(Λ)-module in the category Õ is isomorphic to a direct sum of

irreducible highest weight module L(λ) with λ ∈ X+.

Proof For any D(Λ)-module M in the category Õ, M can be viewed as a D′(Λ)-module

denoted by M . According to the definition of Õ′, we get that M is in Õ′. Then by Theorem 4.1,

M is completely reducible. By the action of δ, we get M is the direct sum of L(λ) (λ ∈ X+).

4.4 Canonical isomorphism

By the choices of index i ∈ Γre
0 and analogously to [4], we have the following remark.

Remark 4.1 The double Ringel-Hall algebra D(Λ) is generated by xi, yi (i ∈ Γ0 ∪ J) and

Kα (α ∈ ZΓ0) satisfying the following relations:

(1) K0 = 1, KiKj = Ki+j for i, j ∈ Γ0 ∪ J.
(2) Kαxi = v(α,δi)xiKα, Kαyi = v−(α,δi)yiKα for i ∈ Γ0 ∪ J, α ∈ ZΓ0.

(3) xiyj − yjxi = δij
Kδi

−K−δi

v′ − v′−1
, where v′ = vεi if i ∈ Γ0 and v′ = v if i ∈ J.

(4)
∑

s+t=1−aij

(−1)sx
(s)
i xjx

(t)
i = 0,

∑

s+t=1−aij

(−1)sy
(s)
i yjy

(t)
i = 0 for i ∈ Γre

0 , i 6= j, where

x
(n)
i = xn

i /[n]i!, y
(n)
i = yn

i /[n]i!, aij =
(δi,δj)

εi
.

(5) xixj − xjxi = 0 = yiyj − yjyi if (δi, δj) = 0.

Let U be the associative algebra over R generated by {ei, fi,K
±
i | i ∈ Γ0∪J}, such that the

generators satisfy the similar relations as in Remark 4.1. We define comultiplication ∆, counint
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ε and antipode S as we did in Subsection 2.5. Then U is a quantum generalized Kac-Moody

algebra.

Let U≥0 and U≤0 be the subalgebra of U as we defined in Subsection 2.5. We define

ϕ : U≥0 × U≤0 → R satisfying:

(1) ϕ(1, 1) = 1,

(2) ϕ(ei, fj) = δij(1 − v−(δi,δi))−1, ϕ(Kα,Kβ) = v−(α,β),

(3) ϕ(x, yy′) = ϕ(∆(x), y ⊗ y′) for all x ∈ U≥0, y, y′ ∈ U≤0,

(4) ϕ(xx′, y) = ϕ(x ⊗ x′,∆opp(y)) for all x, x′ ∈ U≥0, y ∈ U≤0.

Then (U≥0, U≤0, ϕ) is a member of L(C̃′).

For any i ∈ Γre
0 , we can define Lusztig symmetries Ti on U as in [4]. The map Π : U → D′(Λ)

defined by Π(ei) = xi, Π(fi) = yi, Π(Ki) = Ki (∀ i ∈ Γ0 ∪ J) is a surjection. In fact it is an

isomorphism. By the uniqueness of skew-Hopf pairing, it suffices to show that (U≥0, U≤0, ϕ) is

restricted non-degenerate in L(C̃′), i.e., to prove

I+ = {x ∈ U+ | ϕ(x, U−) = 0}, I− = {y ∈ U− | ϕ(U+, y) = 0}

are zero in U+ and U− respectively. Using Lusztig symmetries and analogously to [4], we have

Lemma 4.2 It holds that I+ = 0 (resp., I− = 0) in U+ (resp., U−).

From this lemma, we get that the map Π : U → D′(Λ) is an isomorphism. And we have

Theorem 4.3 Double Ringel-Hall algebra D(Λ) is generated by xi, yi (i ∈ Γ0 ∪ J) and

Kα (α ∈ ZΓ0) with the generating relations (1)–(5) in Remark 4.1.

As a corollary, we have

Corollary 4.1 Double composition algebra C(Λ) is generated by u+
i , u

−
i (i ∈ Γ0) and

Kα (α ∈ ZΓ0), which satisfy the generating relations:

(1) K0 = 1, KiKj = Ki+j for i, j ∈ Γ0.

(2) Kαu
+
i = v(α,i)u+

i Kα, Kαu
−
i = v−(α,i)u−i Kα for i ∈ Γ0, α ∈ ZΓ0.

(3) u+
i u

−
j − u−j u

+
i = δij

Ki −K−i

vεi − v−εi
for i, j ∈ Γ0.

(4)
∑

s+t=1−aij

(−1)s(u+
i )(s)(u+

j )(u+
i )(t) = 0,

∑

s+t=1−aij

(−1)s(u−i )(s)(u−i )(u−j )(t) = 0 for i ∈

Γre
0 and i 6= j, where (u+

i )(n) = (u+
i )n/[n]i!, (u−i )(n) = (u−i )n/[n]i!.

(5) u+
i u

+
j − u+

j u
+
i = 0 = u−i u

−
j − u−j u

−
i if (i, j) = 0.

5 Weyl-Kac Character Formula and Kac Theorem

Now we consider the Weyl-Kac character formula of an irreducible highest weight D(Λ)-

module.

5.1 Character formula

Let Φ+ be the set of the dimension vectors of all indecomposable representations of S. Set

Φ− = −Φ+ and Φ = Φ− ∪ Φ+. Let W be the Weyl group corresponding to the Borcherds

datum C = CΓ.
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By Theorem 2.1, the number of isomorphism classes of indecomposable representations of Γ

with a fixed dimension vector over a finite field is independent of the orientation of Γ. Therefore,

we can apply the BGP -reflection functors σi for i ∈ Γre
0 to the set Φ, to obtain the action of

the fundamental reflections ri on Φ by ri(α) = α− (α,i)
di

i (as we did in [5]). The same as in [5]

we have the well-defined action of W on Φ.

Let M be a D(Λ)-module in the category O and let M =
⊕

λ∈X

Mλ. The formal character of

M is defined by

chM =
∑

λ

(dimMλ)e(λ).

For α ∈ NΓ0, denote by m(α, q) the number of isomorphic classes of representations of S
with dimension vector α over finite field Fq, and by I(α, q) the number of isomorphic classes of

indecomposable representations of S with dimension vector α in Φ+.

For Verma module V (λ) = D(Λ)/J(λ) ∼= h−(Λ), if V (λ) 6= 0, dim V (λ)β = m(λ − β, q) by

V (λ)β
∼= h−(Λ)λ−β , so

chV (λ) =
∑

β

m(λ− β, q)e(β) =
∑

α∈NΓ0

e(λ)m(α, q)e(−α) = e(λ)
∑

α∈NΓ0

m(α, q)e(−α).

Let L = {α ∈ P | Vα is an indecomposable representation of S}. For α ∈ L, let u−α,i (1 ≤ i ≤
dim h−(Λ)λ−α = τλ−α) be an R-basis of h−(Λ)λ−α. Then

∏

α∈L

(u−α,1)
n11 · · · (u−α,τλ−α

)n1τλ−α , where
∑

α∈L

(n11 + · · · + n1τλ−α
)α = λ− β,

form a basis of h−(Λ)λ−β
∼= V (λ)β ; that is, {u−α | α ∈ L} in a fixed order provides a universal

PBW-basis of h−(Λ) (see [8]). So

chV (λ) = e(λ)
∏

α∈Φ+

(1 − e(−α))−I(α,q). (5.1)

Let λ ∈ X+ and L(λ) be the corresponding irreducible D(Λ)-module. Then we have

multL(λ) µ = multL(λ) w(µ) for each w ∈ W and µ ∈ wt(L(λ)). If we define the action of

Weyl group on formal exponential by w(e(λ)) = e(w(λ)) for λ ∈ X,w ∈ W , then we have

w(chL(λ)) = chL(λ) for λ ∈ X+, w ∈W .

Let R =
∏

α∈Φ+

(1 − e(−α))I(α,q). For w ∈ W , set ε(w) = (−1)ℓ(w). Furthermore, we have

w(e(ρ)R) = ε(w)e(ρ)R for w ∈W.

Firstly, for D′(Λ)-module in the category O′, we have the following

Lemma 5.1 If V is a D′(Λ)-module from the category O′, then

chV =
∑

λ∈wt(V )

[V : L′(λ)] chL′(λ),

where [V : L′(λ)] is the multiplicity of L′(λ) in V .

In particular, for L′(λ′) with λ′ ∈ X ′+, we have

Lemma 5.2

chL′(λ′) =
∑

µ′≤λ′

(λ′+ρ,λ′+ρ)′=(µ′+ρ,µ′+ρ)′

cµ′ chV ′(µ′),
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where cµ′ ∈ Z and cλ′ = 1.

By sending
∑

i∈Γ0∪J

aii to
∑

i∈Γ0∪J

aiδi, we defined a map δ : Z[Γ0 ∪ J ] → ZΓ0 in Subsection

3.5. For λ ∈ X+, set λ̃ ∈ X ′+ such that (λ̃, i)′ = (λ, δi) for all i ∈ Γ0 ∪ J .

Lemma 5.3 Let λ ∈ X+ and M be a highest weight D(Λ)-module with highest weight λ.

Then

chM =
∑

β′≤λ̃

(λ̃+ρ,λ̃+ρ)′=(β′+ρ,β′+ρ)′

cβ′ chV (β),

where β satisfies δ(λ̃− β′) = λ− β.

So from this lemma, we have

chL(λ) =
∑

β′≤λ̃

(λ̃+ρ,λ̃+ρ)′=(β′+ρ,β′+ρ)′

δ(λ̃−β′)=λ−β

cβ′ chV (β), (5.2)

where cβ′ ∈ Z.

For convenience, we write δ(ρ) as ρ.

Our main result is

Theorem 5.1 For λ ∈ X+, we have

chL(λ) =

∑
w∈W,T

(−1)ℓ(w)+|T |e(w(λ+ ρ+ δ(S(T ))) − ρ)

∏
α∈Φ+

(1 − e(−α))I(α,q)
,

where T runs over all finite subsets of (Γ0∪J)im such that (λ, δi) = 0 for i ∈ T and (δi, δj) = 0

for i 6= j in T . |T | is the number of elements in T . S(T ) is the sum of elements in T .

Proof By formulae (5.1) and (5.2), it follows that

e(ρ)R chL(λ) =
∑

β′≤λ̃

(λ̃+ρ,λ̃+ρ)′=(β′+ρ,β′+ρ)′

δ(λ̃−β′)=λ−β

cβ′e(β + ρ). (5.3)

Set λ̃ − β′ = γ′, λ− β = γ. Then β ≤ λ. By the fact (λ̃ + ρ, λ̃+ ρ)′ = (β′ + ρ, β′ + ρ)′, we

have

0 = 2(λ̃, γ′)′ + 2(ρ, γ′)′ − (γ′, γ′)′ = 2(λ, γ) + 2(ρ, γ) − (γ, γ), (5.4)

so

(λ+ ρ, λ+ ρ) − (β + ρ, β + ρ) = 0. (5.5)

Conversely, by formula (5.5), we can get formula (5.4). So if β satisfies δ(λ̃ − β′) = λ − β,

(λ+ ρ, λ+ ρ) = (β + ρ, β + ρ) and (λ̃+ ρ, λ̃+ ρ)′ = (β′ + ρ, β′ + ρ)′ are equivalent.
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Thus formula (5.3) is equivalent to

e(ρ)R chL(λ) =
∑

β′≤λ̃
(λ+ρ,λ+ρ)=(β+ρ,β+ρ)

δ(λ̃−β′)=λ−β

cβ′e(β + ρ), (5.6)

and both sides of (5.6) are antisymmetric under W , i.e., for any w ∈W , we have

w(e(ρ)R chL(λ)) = ε(w)e(ρ)R chL(λ).

Let Sλ be the sum of the terms on the right of (5.6) for which β + ρ satisfies (β + ρ, δi) ≥ 0

for all i ∈ Γre
0 . If (β + ρ, δi) � 0, then

∑
w∈W

ε(w)e(w(β + ρ)) = 0. So

e(ρ)R chL(λ) =
∑

w∈W

ε(w)w(Sλ). (5.7)

Now if β + ρ satisfies that (β + ρ, δi) ≥ 0 for all i ∈ Γre
0 , we write β = λ − ∑

i∈Γ0∪J

aiδi with

ai ∈ Z>0. Because of the fact (β + ρ, β + ρ) = (λ+ ρ, λ+ ρ), we have

∑

i

ai(δi, λ) +
∑

i

ai(δi, β + 2ρ) = 0. (5.8)

By the fact that λ ∈ X+, we have (λ, δi) ≥ 0 for all i.

For i ∈ supp(λ − β), if i is a real index, we have (δi, β + 2ρ) = (δi, β + ρ) + (δi, ρ) ≥
(δi, β + ρ) ≥ 0.

If i is an imaginary index, then

(δi, β + 2ρ) = (δi, λ) −
∑

j 6=i

aj(δi, δj) + (1 − ai)(δi, δi) ≥ 0.

So (λ, δi) = 0 = (δi, β + 2ρ). But (δi, β + 2ρ) = (δi, β + ρ) + 1
2 (δi, δi), so (δi, β + ρ) =

− 1
2 (δi, δi) ≥ 0. Then i is an imaginary index.

Furthermore, we get that (δi, λ − β − δi) = −(δi, β + 2ρ) = 0, and λ − β − δi =
∑
j 6=i

ajδj +

(ai − 1)δi. So (δi, δj) = 0 unless i = j and ai = 1.

Then for any term cβ′e(β + ρ) in Sλ, β is of the form λ −
∑
aiδi, where ai ∈ Z>0, all the

i’s are imaginary index and (δi, λ) = 0, and (δi, δj) = 0 if i 6= j, and (δi, δi) = 0 if ai 6= 1. And

furthermore, β of thus form naturally satisfies (β, δj) ≥ 0 for all j ∈ Γre
0 .

If e
(
λ − ∑

i

aiδi + ρ
)

is a term of chL(λ), then there exists j such that (λ, δj) 6= 0. So the

terms of the form e
(
λ−∑

i

aiδi+ρ
)

of the right side of formula (5.6) in Sλ are those coming from

e(λ+ρ)R = e(λ+ρ)
∏

α∈Φ+

(1−e(−α))I(α,q). If (δi, δj) = 0 for i 6= j, then the coefficient of e(λ+

ρ−∑
aiδi) is to be 0 if ai > 1 for some i, and (−1)

P
ai otherwise. So Sλ = e(λ+ρ)

∑
s

ε(s)e(δ(s)),

where the sum is taken over all s of simple roots. If we set s =
m∑

j=1

ij (ij ∈ Γim
0 ∪ J), then we

have ε(s) = (−1)m if ij 6= ik (j 6= k), (δij
, δik

) = 0 (∀ j 6= k) and (λ, δij
) = 0 (∀ j), and ε(s) = 0

otherwise. Or equivalently, we have Sλ = e(λ + ρ)
∑
T

(−1)|T |e(δ(S(T ))), where T runs over all
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finite subsets of Γim
0 ∪ J such that (λ, δi) = 0 for i ∈ T and (δi, δj) = 0 for i 6= j in T . |T | is the

number of elements in T . S(T ) is the sum of elements in T . So we have

e(ρ)R chL(λ) =
∑

w

ε(w)w
(
e(λ+ ρ)

∑

T

(−1)|T |e(δ(S(T )))
)

=
∑

w∈W ;T

ε(w)(−1)|T |e(w(λ + ρ+ δ(S(T ))))

and then we can get the formula in the theorem.

5.2 Kac theorem

Let Γ be any valued quiver, and let AΓ be the matrix of Γ. Set ∆ be the root system of AΓ.

Let A′ be the Borcherds-Cartan matrix defined by extended Borcherds datum C̃′ and ∆′ be

the root system. Then by Subsection 3.5 and Lemma 3.5, we have δ(∆′) = ∆.

By Subsection 4.4, D′(Λ) and U are canonically isomorphic, where U is the quantum gener-

alized Kac-Moody algebra associated to A′. Then D′(Λ) is a quantum generalized Kac-Moody

algebra.

For quantum algebra U , let U− be the negative part of U which can be viewed as a highest

weight U -module. Define character

chU− =
∑

µ∈N[Γ0∪J]

dimU−
−µe(−µ).

Then by Proposition 2.3 in Subsection 2.5, we have

chU− =
∏

α∈∆′
+

(1 − e(−α))−multα. (5.9)

For the negative part h′−(Λ) of D′(Λ), h′−(Λ) can be viewed as a D′(Λ)-module. Define

character

ch h′−(Λ) =
∑

µ∈N[Γ0∪J]

dim h′−(Λ)−µe(−µ).

Since h′−(Λ) and U− are isomorphic, we have ch h′−(Λ) = chU−.

Now we have our second main result.

Theorem 5.2 (1) Φ+ = ∆+, the set of dimension vectors of indecomposable representa-

tions of Γ is the positive root system of Γ.

(2) If α ∈ ∆re
+ , then up to isomorphism, there exists unique indecomposable representation

of Γ of dimension vector α.

Proof For subalgebra h−(Λ) of D(Λ), by Subsection 5.1, we have

ch h−(Λ) =
∏

α∈Φ+

(1 − e(−α))−I(α,q).

We know that the difference between D′(Λ) and D(Λ) only lies in the gradation. For

subalgebras h′−(Λ) and h−(Λ), we have δ(ch h′−(Λ)) = chh−(Λ) = δ(chU−). So by formula
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(5.9) and by δ(∆′) = ∆, we have

ch h−(Λ) =
∏

α∈Φ+

(1 − e(−α))−I(α,q) = δ
( ∏

α′∈∆′
+

(1 − e(−α′))−mult α′
)

=
∏

α∈∆+

∏

α′

δ(α′)=α

(1 − e(−α))−multα′

=
∏

α∈∆+

(1 − e(−α))

P
α′,δ(α′)=α

−mult α′

.

Then we have Φ+ = ∆+. And if α is a real root, there is only one α′ such that δ(α′) = α, and

multα′ = 1. So I(α, q) = 1.

5.3 Situation of nilpotent representations

We denote by PN the set of isomorphic classes of nilpotent representations of S (a k-

species of Γ), and by IN the set of isomorphic classes of simple nilpotent representations of S.

Then according to Subsection 3.1, we can define the Rignel-Hall algebra H±
N(Λ) and the double

Ringel-Hall algebra DN(Λ), which have basis indexed by PN. We simply call them the nilpotent

Ringel-Hall algebra and the nilpotent double Ringel-Hall algebra.

Let CN(Λ) be the double composition subalgebra of DN(Λ). Then we have CN(Λ) = C(Λ).

It is easy to see that IN = Γ0 as index set by Lemma 2.1.

If F is the fundamental set of NΓ0, then we set F0N = F \
( ⋃

i∈Γim
0

ei

)
.

For each subset E ⊆ F0N , we can get subalgebrasDNE
(Λ) of DN(Λ) as similar as in Subsection

3.2. And (H+
N(Λ),H−

N(Λ), ϕ) is a restricted non-degenerate member of L(C̃F0N
), where C̃F0N

=

(Γ0, (−,−), d, {δj | j ∈ JN}) with JN = JF0N
.

Since H±
N(Λ) and DN(Λ) are subalgebras of H±(Λ) and D(Λ) respectively, we have the

relations C(Λ) ⊂ DN(Λ) ⊂ D(Λ) as graded subalgebras. If we let Φ+
N be the set of dimension

vectors of the nilpotent indecomposable representations of S and let Φ+ be the set of all

indecomposable representations of S, then we have Φ+
C ⊆ Φ+

N ⊆ Φ+, where Φ+
C = ∆+ is the

positive root system of Γ, because of the fact of Theorem 4.2 and its remark. By the Theorem

5.2, we have the following corollary.

Corollary 5.1 Φ+
C = Φ+

N = Φ+.

So by this corollary, we can apply BGP-reflection functors σi for all i ∈ Γre
0 to the set

ΦN := Φ+
N ∪ −Φ+

N to obtain the action of the fundamental reflections ri on ΦN. Let IN(α, q)

be the number of the isomorphic classes of nilpotent indecomposable representations of S with

dimension vector α in Φ+
N. Then if we let LN(λ) be the irreducible highest weight DN(Λ)-module

with λ ∈ X+, we have the following character formula.

Theorem 5.3 For λ ∈ X+, we have

chLN(λ) =

∑
w∈W,T

(−1)ℓ(w)+|T |e(w(λ + ρ+ δ(S(T ))) − ρ)

∏
α∈Φ+

(1 − e(−α))IN(α,q)
,

where T runs over all finite subsets of (Γ0∪JN)im such that (λ, δi) = 0 for i ∈ T and (δi, δj) = 0

for i 6= j in T . |T | is the number of elements in T . S(T ) is the sum of elements in T .

Similarly as in Subsection 3.2, we can define Ξ±
θ and L±

θ for each θ ∈ NΓ0. Then we can get

a similar lemma as Lemma 3.1 with the third conclusion being given by:
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Lemma 5.4 If L±
θ 6= 0, then θ ∈ F0N . And θ is the dimension vector of a nilpotent

indecomposable representation.

We also have the Kac theorem for the situation of nilpotent representations.

Theorem 5.4 (1) Φ+
N = ∆+, the set of dimension vectors of nilpotent indecomposable

representations of Γ is the positive root system of Γ.

(2) If α ∈ ∆re
+ , then up to isomorphism, there exists unique nilpotent indecomposable

representation of Γ of dimension vector α.

We have the following corollary

Corollary 5.2 For any indecomposable representation W of a valued quiver Γ, there exists

a nilpotent indecomposable representation V of Γ such that dimV = dimW .

Therefore any indecomposable representation with dimension vector being real root is nilpo-

tent.
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