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Ordering Trees with Nearly Perfect Matchings
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Abstract Let T2k+1 be the set of trees on 2k + 1 vertices with nearly perfect matchings
and α(T ) be the algebraic connectivity of a tree T . The authors determine the largest
twelve values of the algebraic connectivity of the trees in T2k+1. Specifically, 10 trees
T2, T3, · · · , T11 and two classes of trees T (1) and T (12) in T2k+1 are introduced. It is
shown in this paper that for each tree T ′

1, T ′′

1 ∈ T (1) and T ′

12, T ′′

12 ∈ T (12) and each i, j

with 2 ≤ i < j ≤ 11, α(T ′

1) = α(T ′′

1 ) > α(Ti) > α(Tj) > α(T ′

12) = α(T ′′

12). It is also shown
that for each tree T with T ∈ T2k+1 \ (T (1) ∪ {T2, T3, · · · , T11} ∪ T (12)), α(T ′

12) > α(T ).
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1 Introduction

Unless stated otherwise, all graphs in this paper are finite, undirected and simple. Let

G = (V, E) be a graph with vertex set V = {v1, v2, · · · , vn} and edge set E = {e1, e2, · · · , em}.
Denote the order of G by |G|. We will abuse the language by writing v ∈ G and uv ∈ G, rather

than v ∈ V and uv ∈ E, to indicate that v is a vertex of G and uv is an edge of G, respectively.

Denote the degree of a vertex vi by d(vi). The Laplacian matrix L(G) = D(G) − A(G) is the

difference of D(G) = diag(d(v1), d(v2), · · · , d(vn)) and the adjacency matrix A(G) of G. It is

well known that L(G) is positive semidefinite symmetric and singular. Denote its eigenvalues

by

µ1(G) ≥ µ2(G) ≥ · · · ≥ µn−1(G) ≥ µn(G) = 0,

µ1(G) is called the Laplacian spectral radius of G, and µs(G) is called the s-th Laplacian

eigenvalue of the graph G.

From the well-known Matrix-Tree Theorem, we deduce that µn−1(G) > 0 if and only if G

is connected. This observation led M. Fiedler to think of µn−1(G) as a quantitative measure

of connectivity (cf. [2]) and thus µn−1(G) is called the algebraic connectivity of G, denoted by

α(G). And if X is a unit eigenvector of G corresponding to α(G), we commonly call it a Fiedler

vector of G. Let ξ(G) be the set of all the Fiedler vectors of G throughout this paper.
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Let X ∈ ξ(G) and X(v) denote the coordinate of X corresponding to the vertex v. It is

obvious that XT e = 0, where e = (1, 1, · · · , 1)T is an n dimensional column vector, and

α(G) = XT L(G)X =
∑

vivj∈E

(X(vi) − X(vj))
2 = min

Y ∈Rn\{0}
Y T e=0

Y T L(G)Y

Y T Y
.

Throughout this paper, we shall denote by Φ(B) = Φ(B, x) = det(xI−B) the characteristic

polynomial of a square matrix B. If v ∈ G, let Lv(G) be the principal submatrix of L(G)

obtained by deleting the row and column corresponding to the vertex v. We denote by τ(M)

the smallest eigenvalue of a real symmetric matrix M . Let Pn denote a path of order n and

K1,n−1 denote a star of order n.

Two distinct edges in a graph G are independent if they are not incident with a common

vertex in G. A set of pairwisely independent edges of G is called a matching of G. A matching

of maximum cardinality is called a maximum matching of G. The cardinality of a maximum

matching of G is called the matching number of G. A matching M of G is called a nearly

perfect matching of G if it satisfies 2|M | = |V (G)| − 1. For a fixed matching M , an edge which

is in M is called a matched edge, and is called a free edge otherwise. A vertex on some matched

edge of M is called a matched vertex, and is called a free vertex otherwise.

Let k be an integer and k ≥ 12 throughout this paper.

Let T2k+1 be the set of trees on 2k+1 vertices with nearly perfect matchings. In this paper,

we determine the largest twelve values of the algebraic connectivity of the trees in T2k+1.

Specifically, we introduce 10 trees T2, T3, · · · , T11 and two classes of trees T (1) and T (12) in

T2k+1. We show in this paper that for each tree T ′
1, T ′′

1 ∈ T (1) and T ′
12, T ′′

12 ∈ T (12), we have

α(T ′
1) = α(T ′′

1 ) > α(T2) > · · · > α(T11) > α(T ′
12) = α(T ′′

12). Also, we show that for each tree T

with T ∈ T2k+1 \ (T (1) ∪ {T2, T3, · · · , T11} ∪ T (12)), we have α(T ′
12) > α(T ).

2 Preliminaries

Let G be a graph and E1 be a subset of E(G) with |E1| = t. Let G′ be the spanning

subgraph of G obtained from G by deleting all the edges in E1. It follows by the well-known

Courant-Weyl inequalities (cf. [1]) that the following is true.

Lemma 2.1 (cf. [1]) The Laplacian eigenvalues of G and G′ interlace, that is,

µi(G) ≥ µi(G
′) ≥ µi+t(G), i = 1, 2, · · · , n − t.

Corollary 2.1 If T ′ is a subtree of a tree T , then α(T ′) ≥ α(T ).

Proof Let |V (T )| = n, |V (T ′)| = n′ and write t = n − n′. Then we have

|E(T )| − |E(T ′)| = |V (T )| − |V (T ′)| = n − n′ = t.

Let E1 = E(T )\E(T ′) and T ∗ = T − E1. Then |E1| = |E(T )| − |E(T ′)| = t and T ∗ =

T ′∪(n−n′)K1 is a spanning subgraph of T , where K1 is an isolated vertex. Then from Lemma

2.1 we have

µn′−1(T
′) = µn′−1(T

∗) ≥ µn′−1+t(T ) = µn−1(T ).

So α(T ′) ≥ α(T ) holds.



Ordering Trees with Nearly Perfect Matchings 73

Lemma 2.2 (cf. [1]) Let A be a Hermitian matrix of order n with eigenvalues λ1 ≥ λ2 ≥
· · · ≥ λn and B have a principal submatrix of order m. Let B be eigenvalues µ1 ≥ µ2 ≥ · · · ≥
µm. Then the inequalities λn−m+i ≤ µi ≤ λi (i = 1, 2, · · · , m) hold.

Lemma 2.3 (cf. [2, 7]) Let T be a tree. Then α(T ) ≤ 1 and equality holds if and only if

T is a star.

Lemma 2.4 (cf. [9]) Let v0, v1, v2 be vertices of a tree T with d(v1) = d(v2) = 1 and

v0vi ∈ E(T ) (i = 1, 2). Let T ′ = T − v0v1 + v1v2 and X ∈ ξ(T ). If X(v0) 6= 0, then

α(T ′) < α(T ).

Lemma 2.5 (cf. [3]) Let T be a tree of order n with the vertex set V = {v1, · · · , vn}.
Suppose X ∈ ξ(T ). Then two cases can occur.

Case I If Ṽ = {vi ∈ V | X(vi) = 0} 6= ∅, then the graph T̃ = {Ṽ , Ẽ} induced by T on

Ṽ is connected and there is exactly one vertex vj ∈ Ṽ which is adjacent (in T ) to a vertex

not belonging to Ṽ . Moreover, the values of X along any path starting at vj are increasing,

decreasing, or identically zero.

Case II If X(vi) 6= 0 for all vi ∈ V , then T contains exactly one edge vsvt such that vs

and vt have different signs, say X(vs) > 0 and X(vt) < 0. Moreover, the values of X along

any path that starts at vs and does not contain vt increase while the values of X along any path

that starts at vt and does not contain vs decrease.

We refer to a tree in which Case I (resp. Case II) occurs as a type I (resp. type II) tree. In

Case I, the vertex vj is called the characteristic vertex (cf. [7]) of T ; in Case II, the edge vsvt

is called the characteristic edge (cf. [8]) of T .

T is a tree, v ∈ T , and T −v denotes the graph obtained by deleting v and all edges incident

with it. A branch of T at v is a connected component of T − v. If B is a branch of T at v, we

denote by r(B) the vertex of B which is adjacent (in T ) to v. We view B as a root tree and

r(B) as the root (cf. [10]).

Suppose that T is a rooted tree with vertex set {u1, · · · , um}. Denote by L̂(T ) = (bij) the

m-by-m matrix where

bij =





d(ui) + 1, if i = j and ui is the root,

d(ui), if i = j and ui is not the root,

−1, if uiuj ∈ T ,

0, otherwise.

Suppose that all the branches of T at v are B1, · · · , Bs. We say that a branch Bj at v is a

Perron branch at v if τ(L̂(Bj)) = min{τ(L̂(Bi)) | i = 1, · · · , s} (cf. [5]).

Lemma 2.6 (cf. [5]) A tree T is a type I tree if and only if there is a vertex v of T at

which there are two or more Perron branches. In that instance, v is the characteristic vertex

and α(T ) = τ(L̂(B)), where B is the Perron branch of T at v.

Lemma 2.7 (cf. [5]) A tree T is a type II tree with the characteristic edge vivj if and

only if the branch at vi containing vj is the unique Perron branch at vi, while the branch at vj

containing vi is the unique Perron branch at vj.
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Lemma 2.8 (cf. [4]) Let T be a tree with vertex set {v1, · · · , vn}. Suppose X ∈ ξ(T ). If

X(vi) = 0, then either for any vertex v ∈ N(vi), X(v) = 0, or there are at least two vertices in

N(vi) corresponding to nonzero coordinates in X.

Lemma 2.9 (cf. [6]) Let G be a connected graph. Let W be a set of vertices of G such

that G − W is disconnected. Let G1, G2 be two components of G − W and let L1 and L2 be

the principal submatrices of L(G) corresponding to G1 and G2, respectively. If τ(L1) < τ(L2),

then α(G) < τ(L2).

3 Classifying Trees in T2k+1 by Diameter

Let a, b, c, γ denote the smallest roots of the following equations

x2 − 3x + 1 = 0, (3.1)

x3 − 5x2 + 6x − 1 = 0, (3.2)

x4 − 7x3 + 14x2 − 8x + 1 = 0, (3.3)

x3 − 5x2 + 5x − 1 = 0, (3.4)

respectively.

By direct computations we can get

0.3819 < a < 0.3820, 0.1980 < b < 0.1981, 0.1729 < c < 0.1730, 0.2679 < γ < 0.2680.

Let P 1
i denote the rooted tree which is a path Pi with the root at a pendant vertex of Pi,

and P 2
i (i = 3, 4) denote the rooted tree, which is a path Pi with the root at a non-pendant

vertex of Pi. Specifically, we let P 0
1 denote the rooted tree which is an isolated vertex P1 with

the root at the only vertex of P1.

Lemma 3.1 Let P 0
1 , P 1

2 , P 1
3 , P 2

3 and P 2
4 be rooted trees as defined above. Then

τ(L̂(P 0
1 )) = 1 > τ(L̂(P 1

2 )) = a > τ(L̂(P 2
3 )) = γ > τ(L̂(P 1

3 )) = b > τ(L̂(P 2
4 )) = c.

Lemma 3.2 For any tree T with d(T ) ≥ 7, we have α(T ) < c.

Proof Any tree T with d(T ) ≥ 7 must contain P8 as a subtree. By direct computations

and Corollary 2.1, we have

α(T ) ≤ α(P8) < 0.1523 < c.

r r r r r r r

r

The tree H1

r r r r r r r

r

r

The tree H2

r r r r r r r

r

r r

The tree H3

r r r r r r r

r

r rr r

rr r

The tree H4

Figure 1
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Lemma 3.3 For any tree T containing one of H1, H2, H3, H4 (cf. Figure 1) as a subtree,

we have α(T ) < c.

Proof By direct computations, we get

α(H1) < 0.1668, α(H2) < 0.1709, α(H3) < 0.1627, α(H4) < 0.1729.

So by Corollary 2.1, we have

α(T ) ≤ max{α(H1), α(H2), α(H3), α(H4)} < 0.1729 < c.

In the following we give two definitions.

Definition 3.1 Let r1, r2, · · · , r5 be nonnegative integers. Let G(r1, r2, r3, r4, r5) (cf.

Figure 2) be the tree which contains a vertex v such that

G(r1, r2, r3, r4, r5) − v = r1P
0
1

⋃̇
r2P

1
3

⋃̇
r3P

2
3

⋃̇
r4P

1
2

⋃̇
r5P

2
4 ,

where P 0
1 , P 1

2 , P 1
3 , P 2

3 , P 2
4 are viewed as rooted trees as defined above.
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The tree G(r1, r2, r3, r4, r5)

Figure 2

Definition 3.2 Let r1, r2, r3, r′1, r′2, r′3 be nonnegative integers, and F (r1, r2, r3, r
′
1, r

′
2, r

′
3)

(cf. Figure 3) be the tree which contains an edge uv such that

F (r1, r2, r3, r
′
1, r

′
2, r

′
3) − {u, v} = r1P

0
1

⋃̇
r2P

1
2

⋃̇
r3P

2
3

⋃̇
r′1P

0
1

⋃̇
r′2P

1
2

⋃̇
r′3P

2
3 ,

where r1P
0
1 , r2P

1
2 and r3P

2
3 are branches (viewed as rooted trees) of F (r1, r2, r3, r

′
1, r

′
2, r

′
3)

at u not containing v and r′1P
0
1 , r′2P

1
2 and r′3P

2
3 are branches (viewed as rooted trees) of

F (r1, r2, r3, r
′
1, r

′
2, r

′
3) at v not containing u.
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r′1
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· · ·

r′2

u v

The tree F (r1, r2, r3, r
′
1, r

′
2, r

′
3)

Figure 3

Note that F (r′1, r
′
2, r

′
3, r1, r2, r3) ∼= F (r1, r2, r3, r

′
1, r

′
2, r

′
3).
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Now let T (1) be the following set of two trees:

T (1) = {G(2, 0, 0, k − 1, 0), G(0, 0, 0, k, 0)},

and let

T2 = G(1, 0, 1, k − 2, 0), T3 = F (1, k − 2, 0, 0, 1, 0),

T4 = F (0, k − 3, 1, 0, 1, 0), T5 = G(0, 2, 0, k − 3, 0),

T6 = F (2, k − 3, 0, 1, 1, 0), T7 = F (1, 1, 0, 0, k − 2, 0),

T8 = F (1, k − 4, 1, 1, 1, 0), T9 = G(1, 1, 0, k − 4, 1),

T10 = G(0, 1, 1, k − 5, 1), T11 = G(0, 2, 0, k − 5, 1).

Let T (12) be the following set of trees:

T (12) = {T ∈ T2k+1 | T = G(r1, r2, r3, r4, r5) with r5 ≥ 2}.

Let

F1 = {T | T = F (1, r2, 0, 0, r′2, 0) with r2 ≥ 1, r′2 ≥ 1 and r2 + r′2 = k − 1},
F2 = {T | T = F (2, r2, 0, 1, r′2, 0) with r2 ≥ 1, r′2 ≥ 1 and r2 + r′2 = k − 2},
F3 = {T | T = F (0, r2, 1, 0, r′2, 0) with r2 ≥ 0, r′2 ≥ 1 and r2 + r′2 = k − 2},
F4 = {T | T = F (1, r2, 1, 1, r′2, 0) with r2 ≥ 0, r′2 ≥ 1 and r2 + r′2 = k − 3}.

And let

F1 = F (1, 2, 0, 0, 4, 0), F2 = F (1, 5, 0, 0, 2, 0), F3 = F (2, 1, 0, 1, 9, 0), F4 = F (0, 0, 1, 0, 4, 0).

Lemma 3.4 For any tree T containing one of F1, · · · , F4 as a subtree, we have α(T ) < c.

Proof By direct computations, we have

α(F1) < 0.1726, α(F2) < 0.1727, α(F3) < 0.1724, α(F4) < 0.1727.

By Corollary 2.1, we have

α(T ) ≤ max
1≤i≤4

α(Fi) < 0.1727 < c.

Let Q5 denote the tree of order 5, which is obtained from a star K1,3 by joining one of its

degree 1 vertices to a new vertex by an edge, and let Q3
5 denote the rooted tree, which is Q5

with the root at the vertex of degree 3.

Lemma 3.5 The following two sets of conditions for a tree T are equivalent:

(1) T satisfies the following three conditions:

(1.1) T ∈ T2k+1 (k ≥ 12),

(1.2) d(T ) = 6,

(1.3) T contains none of H1, H2, H3, H4 as a subtree;

(2) T = G(r1, r2, r3, r4, r5) for nonnegative integers r1, r2, r3, r4 and r5 satisfying the

following three conditions:

(2.1) r3 ≤ 1, r1 + r2 + r3 = 0 or 2,

(2.2) r2 + r5 ≥ 2,

(2.3) 1 + r1 + 3r2 + 3r3 + 2r4 + 4r5 = 2k + 1.
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Proof (2) ⇒ (1) Let G = {T | T satisfies Lemma 3.5(2)}. It is not difficult to get

G = {T5, T9, T10, T11}∪T (12) and every tree in {T5, T9, T10, T11}∪T (12) satisfies Lemma 3.5(1).

(1) ⇒ (2) T ∈ T2k+1, so for any vertex u ∈ T there are at most 2P 0
1 at u.

Since d(T ) = 6, there exists a vertex v of T such that for any vertex u ∈ T the distance

between v and u is at most 3.

Let W = {w ∈ T | the distance between v and w is 2}. Since T does not contain H1 as a

subtree, for every vertex w ∈ W , we have d(w) ≤ 2. At the same time, T does not contain

H2 as a subtree, so the branches of T at v does not contain P5 as a subtree. Therefore all the

possible branches of T at v are r1P
0
1 , r4P

1
2 , r2P

1
3 , r3P

2
3 , r5P

2
4 , xQ3

5. From T ∈ T2k+1 we get

r1 ≤ 2, r2 ≤ 2, r3 ≤ 1, x ≤ 1.

We now prove x = 0.

Suppose x = 1. If r5 ≥ 1, then T contains H3 as a subtree, a contradiction. If r5 = 0,

in this case r4 > 3 since k ≥ 12, r1 ≤ 2, r2 ≤ 2, r3 ≤ 1, so T contains H4 as a subtree, a

contradiction.

We now get T = G(r1, r2, r3, r4, r5) with r3 ≤ 1.

It is easy to get (2.2) and (2.3). We now only need to prove r1 + r2 + r3 = 0 or 2.

It is not difficult to get r1 + r2 + r3 to be an even number. For any matching M of T , there

are at least r1 + r2 + r3 − 1 free vertices in r1P
0
1 ∪ r2P

1
3 ∪ r3P

2
3 . But T ∈ T2k+1 means that for

any a nearly perfect matching of T , there is only one free vertex, so we have r1 +r2 +r3−1 ≤ 1.

Thus we get r1 + r2 + r3 ≤ 2.

So r1 + r2 + r3 = 0 or 2.

Lemma 3.6 The following two sets of conditions for a tree T are equivalent:

(1) T satisfies the following two conditions:

(1.1) T ∈ T2k+1,

(1.2) d(T ) = 4;

(2) T = G(r1, 0, r3, r4, 0) for nonnegative integers r1, r3, r4 satisfying the following condi-

tions:

(2.1) r3 ≤ 1, r1 + r3 = 0 or 2,

(2.2) r3 + r4 ≥ 2,

(2.3) 1 + r1 + 3r3 + 2r4 = 2k + 1.

Proof (2) ⇒ (1) Let G′ = {T |T satisfies Lemma 3.6(2)}. It is not difficult to get G′ =

T (1) ∪ {T2}. For any tree T in T (1) ∪ {T2}, we can easily see that T satisfies Lemma 3.6(1).

Using the methods similar to those used in proving Lemma 3.5, we can prove (1) ⇒ (2).

Lemma 3.7 The following two sets of conditions for a tree T are equivalent:

(1) T satisfies the following two conditions:

(1.1) T ∈ T2k+1,

(1.2) d(T ) = 5;

(2) T = F (r1, r2, r3, r
′
1, r

′
2, r

′
3) for nonnegative integers r1, r2, r3, r′1, r′2 and r′3 satisfying

the following three conditions:

(2.1) r3 + r′3 ≤ 1, r3 + r′3 + max{r1, r
′
1} ≤ 2, r1 + r3 + r′1 + r′3 = 1 or 3,

(2.2) r2 + r3 ≥ 1, r′2 + r′3 ≥ 1,

(2.3) 2 + r1 + 2r2 + 3r3 + r′1 + 2r′2 + 3r′3 = 2k + 1.
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Proof (2) ⇒ (1) Let F = {T | T satisfies Lemma 3.7(2)}. It is easy to get F = F1 ∪F2 ∪
F3 ∪ F4. For each tree T in

(
F1 ∪ F2 ∪ F3 ∪ F4

)
, we can easily prove that T satisfies Lemma

3.7(1).

(1) ⇒ (2) T ∈ T2k+1, so for any vertex u ∈ T there are at most 2P 0
1 at u.

Since d(T ) = 5, there exists an edge e = uv of T such that T − e = G1

⋃̇
G2 with u ∈ G1,

v ∈ G2 and the distance between any vertex of G1 (resp. G2) and u (resp. v) is at most 2. So

T = F (r1, r2, r3, r
′
1, r

′
2, r

′
3).

It is easy to get (2.2) and (2.3). From T ∈ T2k+1, we get r3+r′3 ≤ 1, r3+r′3+max{r1, r
′
1} ≤ 2.

We now only need to prove r1 + r3 + r′1 + r′3 = 1 or 3.

It is easy to know that r1 + r3 + r′1 + r′3 is an odd number. For any matching M of T , there

are at least r1 + r3 + r′1 + r′3 − 2 free vertices in r1P
0
1 ∪ r3P

2
3 ∪ r′1P

0
1 ∪ r′3P

2
3 . But T ∈ T2k+1

means that for any a nearly perfect matching of T , there is only one free vertex, so we have

r1 + r3 + r′1 + r′3 − 2 ≤ 1. Thus we get r1 + r3 + r′1 + r′3 ≤ 3.

So r1 + r3 + r′1 + r′3 = 1 or 3.

By the structures of trees, we can find that each tree in (F1∪F2∪F3∪F4)\{T3, T4, T6, T7,

T8} must contain one of F1, · · · , F4 as a subtree. So we get

{T3, T4, T6, T7, T8}
= {T | T ∈ T2k+1 with d(T ) = 5 and containing none of F1, · · · , F4 as a subtree}.

Write T (i) = {Ti} for i = 2, · · · , 11. Then we get twelve classes of trees T (1), · · · , T (12).

By Lemmas 3.5–3.7, we know that all the trees of
12⋃

i=1

T (i) have nearly perfect matchings.

Since k ≥ 12, for any tree T ∈ T2k+1 we have d(T ) ≥ 4.

By the above analysis and Lemmas 3.2–3.7, we can get the main result of the section.

Theorem 3.1 For any tree T ∈ T2k+1 \
( 12⋃

i=1

T (i)
)
, we have α(T ) < c.

4 Ordering Trees of T (1)–T (12) by Algebraic Connectivity

Theorem 4.1 ( i ) For any tree T ∈ T (12), we have α(T ) = c;

( ii ) α(T5) = b;

(iii) For each tree T ∈ T (1), we have α(T ) = a.

Proof (i) The branches of T (∈ T (12)) at v are r1P
0
1 , r2P

1
3 , r3P

2
3 , r4P

1
2 , r5P

2
4 (see Figure

2). By Lemma 3.1,

τ(L̂(P 2
4 )) < min{τ(L̂(P 1

3 )), τ(L̂(P 2
3 )), τ(L̂(P 1

2 )), τ(L̂(P 0
1 ))},

so P 2
4 is the Perron branch of T at v, since r5 ≥ 2. By Lemma 2.6, we have

α(T ) = τ(L̂(P 2
4 )) = c.

Using the similar methods we can get (ii) and (iii).

Lemma 4.1 For H+
5 = G(1, 2, 0, k − 5, 0), we have τ(Lv(H+

5 )) < a (cf. Figure 4).
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T11 = G(0, 2, 0, k − 5, 1)

Figure 4

Proof The branches of H+
5 at v0 are P 0

1 , 2P 1
3 , (k − 5)P 1

2 . By Lemma 3.1,

τ(L̂(P 1
3 )) < min{τ(L̂(P 0

1 )), τ(L̂(P 1
2 ))},

so P 1
3 is the Perron branch of H+

5 at v0. By Lemmas 2.6 and 2.2, we have

τ(Lv(H+
5 )) ≤ α(H+

5 ) = τ(L̂(P 1
3 )) = b < a.

Lemma 4.2 Let T be a type II tree of order n with characteristic edge e = v1v2. vi, vj and

vs are vertices of T such that v1 is on the path from v2 to vj, vs is not on the path from v2

to vj and the path from v1 to vs contains neither v2 nor vj, vi is on the path from v1 to vs

(including vi = v1) and vivs ∈ E(T ). Let T ′ = T − vivs + vjvs, X ∈ ξ(T ). We have

(1) If |X(vj)| > |X(vi)|, then α(T ′) < α(T );

(2) If X(vj) = X(vi), then α(T ′) ≤ α(T ).

Proof By Lemma 2.5, we can suppose X(v1) > 0, so X(vs) > X(vi) > 0, and X(vj) > 0.

(1) If X(vj) > X(vi), the proof is similar to [8, Theorem 7].

XT L(T ′)X = XT L(T )X − (X(vi) − X(vs))
2 + (X(vj) − X(vs))

2

= XT L(T )X + [X(vj) − X(vi)][X(vi) + X(vj) − 2X(vs)].

If X(vs) >
X(vi)+X(vj)

2 , then α(T ′) ≤ XT L(T ′)X < XT L(T )X = α(T ).

If X(vs) =
X(vi)+X(vj)

2 , then XT L(T ′)X = XT L(T )X = α(T ). But (cf. Lemma 2.5),

X /∈ ξ(T ′) because, if it were, the path v1 −→ · · · −→ vj −→ vs would be increasing in X ,

meaning X(vj) < X(vs). This contradicts X(vs) =
X(vi)+X(vj)

2 < X(vj). So α(T ′) < α(T ).

If X(vs) <
X(vi)+X(vj)

2 , we may suppose t = [X(vj)−X(vs)]− [X(vs)−X(vi)] > 0. Suppose

that the branch of T at vi containing vs is S and |S| = p. Form a new vector Y by adding t to

each of the p coordinates of X corresponding to a vertex of S and let Z = Y − (pt/n)e. It is

not difficult to get ZT L(T ′)Z = XT L(T )X = α(T ), but ZT Z = 1 + 2t
∑
v∈S

X(v) + p(n−p)t2

n
> 1

because X(v) > 0 for every vertex v of S.

So α(T ′) ≤ ZT L(T ′)Z
ZT Z

= α(T )
ZT Z

< α(T ).

(2) If X(vj) = X(vi), we have

α(T ′) ≤ XT L(T ′)X

= XT L(T )X − (X(vi) − X(vs))
2 + (X(vj) − X(vs))

2

= XT L(T )X = α(T ).
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Theorem 4.2 α(T11) > c.

Proof Through the following two steps we can get our conclusion.

(1) We first prove that T11 (cf. Figure 4) is a type II tree with the characteristic edge v1v2.

The branches of T11 at v1 are 2P 1
3 , (k − 5)P 1

2 and P 2
4 . By Lemma 3.1, we have τ(L̂(P 2

4 )) <

τ(L̂(P 1
3 )) < τ(L̂(P 1

2 )). So P 2
4 is the unique Perron branch of T11 at v1 containing v2.

The branches of T11 at v2 are P 0
1 , P 1

2 , H5. Since τ(L̂(H5)) = τ(Lv(H+
5 )), by Lemma 4.1

and Lemma 3.1, we have τ(L̂(H5)) < τ(L̂(P 1
2 )) < τ(L̂(P 0

1 )). So H5 is the unique Perron branch

of T11 at v2 containing v1.

By Lemma 2.7, we see that T11 is a type II tree with the characteristic edge v1v2.

(2) We now prove α(T11) > c.

Let X ∈ ξ(T11). By Lemma 2.5, we can suppose X(v1) > 0, X(v2) < 0.

Let V1 = {v3, v4}, V2 = {v5, · · · , vk−1}. Then two cases can occur.

(2.1) There exist two vertices, one in V1 and the other in V2, such that they have different

coordinates in X . Without loss of generality, suppose X(v3) > X(v5) (X(v3) < X(v5) is the

same). We know that T11 − v5vk + v3vk = G(1, 1, 0, k − 6, 2) ∈ T (12).

By Lemma 4.2 and Theorem 4.1, we have

α(T11) > α(G(1, 1, 0, k − 6, 2)) = c.

(2.2) X(v3) = X(v4) = · · · = X(vk−1).

α(T11) = XT L(T11)X =
∑

vivj∈E(T11)

(X(vi) − X(vj))
2

= XT L(G(1, 1, 0, k − 6, 2))X ≥ α(G(1, 1, 0, k − 6, 2)) = c. (4.1)

If α(T11) = α(G(1, 1, 0, k − 6, 2)) = c, by (4.1) we know

L(G(1, 1, 0, k − 6, 2))X = cX.

So

X(v1) = (1 − c)X(v5). (4.2)

By L(T11)X = cX , we can get

X(v5) = (1 − c)X(vk), X(v1) = (c2 − 3c + 1)X(vk).

So

X(v1) =
(c2 − 3c + 1

1 − c

)
X(v5). (4.3)

By (4.2) and (4.3), we get

1 − c =
c2 − 3c + 1

1 − c
,

so c = 0, a contradiction.

So

α(T11) > α(G(1, 1, 0, k − 6, 2)) = c.



Ordering Trees with Nearly Perfect Matchings 81

r

rrr r

r rrr

r

r

︷ ︸︸ ︷
· · ·

k − 5

The tree H6

H6 = G(0, 1, 1, k − 5, 0)

r

rrr r

r rrr

r

r

r

︷ ︸︸ ︷
· · ·

k − 5

v

v0

The tree H+
6

H+
6 = G(1, 1, 1, k − 5, 0)

r

rrr r

r rrr

r

r

r

r

r

r

︷ ︸︸ ︷
· · ·

k − 5

v1
v2

v3

v4v5

The tree T10
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Figure 6

Lemma 4.3 For H+
6 = G(1, 1, 1, k−5, 0) and H+

7 = G(2, 1, 0, k−4, 0), we have τ(Lv(H+
i ))

< a (cf. Figures 5, 6), where i = 6, 7.

Proof We first prove τ(Lv(H+
6 )) < a. P 1

3 and P 1
2 are two of the branches of H+

6 at v0.

By Lemma 3.1, we know τ(L̂(P 1
3 )) < τ(L̂(P 1

2 )).

So by Lemmas 2.2 and 2.9, we have

τ(Lv(H+
6 )) ≤ α(H+

6 ) < τ(L̂(P 1
2 )) = a.

Using the similar methods, we can get τ(Lv(H+
7 )) < a.

Theorem 4.3 α(T10) > α(T11).

Proof Using the similar methods to Theorem 4.2(1), we can prove that T10 (cf. Figure 5)

is a type II tree with the characteristic edge v1v2. So for any X ∈ ξ(T10), X(v3) 6= 0.

From Figures 4 and 5, we know that T10 − v3v5 + v4v5 = T11.

By Lemma 2.4, we have

α(T10) > α(T11).

Theorem 4.4 α(T9) > α(T10).

Proof Using the methods similar to those used in proving Theorem 4.2(1), we can prove

that T9 (cf. Figure 6) is a type II tree with the characteristic edge v1v2.

From Figures 5 and 6, we know that T9 − v1v4 + v3v4 = T10.

By Lemma 4.2,

α(T9) > α(T10).
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Lemma 4.4 Let v1, v2 be vertices of a graph G with d(v1) = 1 and v1v2 ∈ E(G). Let

X ∈ ξ(G).

(1) Suppose α(G) < 1. If one of X(v1), X(v2) is 0, then

X(v1) = X(v2) = 0.

(2) Suppose α(G) < 3−
√

5
2 , v3 ∈ V (G), v2v3 ∈ E(G), d(v2) = 2. If one of X(v1), X(v2),

X(v3) is 0, then

X(v1) = X(v2) = X(v3) = 0.

Proof Let α(G) = α. By L(G)X = αX , we can complete the proof as follows.

If G satisfies the conditions of (1), then X(v2) = f1(α)X(v1), where f1(α) = 1 − α. So (1)

holds.

If G satisfies the conditions of (2), then X(v2) = f1(α)X(v1), X(v3) = f2(α)X(v1), where

f2(α) = α2 − 3α + 1. Since α(G) < 3−
√

5
2 , f1(α) > 0 and f2(α) > 0. So (2) holds.
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T6 = F (2, k − 3, 0, 1, 1, 0)

Figure 7

Theorem 4.5 α(T8) > α(T9), α(T6) > α(T7), α(T4) > α(T5), α(T2) > α(T3).

Proof We first prove α(T8) > α(T9).

P 1
2 and P 2

4 are two of the branches of T8 at v1 (cf. Figure 7). By Lemma 3.1, we know that

τ(L̂(P 2
4 )) < τ(L̂(P 1

2 )) = a =
3 −

√
5

2
.

So by Lemma 2.9, we have

α(T8) < τ(L̂(P 1
2 )) = a =

3 −
√

5

2
.

Let X ∈ ξ(T8). If X(v6) = 0, using Lemmas 2.8 and 4.4 repeatedly, we can get for any

v ∈ T8, X(v) = 0, a contradiction. So X(v6) 6= 0.

From Figures 6 and 7, we know T8 − v6v9 + v7v9 = T9.

By Lemma 2.4, we have

α(T8) > α(T9).

Using the similar methods, we can get α(T6) > α(T7), α(T4) > α(T5), α(T2) > α(T3).

Theorem 4.6 α(T5) > α(T6).



Ordering Trees with Nearly Perfect Matchings 83

Proof Since k ≥ 12, T6 must contain H8 (cf. Figure 7) as a subtree. By direct computa-

tions, we have α(H8) < 0.1963. By Corollary 2.1 and Theorem 4.1, we have

α(T6) ≤ α(H8) < 0.1963 < b = α(T5).
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Lemma 4.5 For H+
9 = F (1, k − 2, 0, 0, 0, 0) and H+

10 = F (2, k − 2, 0, 0, 0, 0), we have

τ(Lv(H+
i )) < a (cf. Figure 8), where i = 9, 10.

Proof We first prove τ(Lv(H+
9 )) < a.

Φ(Lv(H
+
9 )) = Φ(L(H9)) − (x2 − 3x + 1)k−2

= x(x2 − 3x + 1)k−3
(
x2 − (k + 1)x + 2k − 3

)
− (x2 − 3x + 1)k−2

= (x2 − 3x + 1)k−3g1(x),

where g1(x) = x3 − (k + 2)x2 + 2kx − 1.

Since g1(
3
10 ) = 510k−1153

1000 > 0, we have τ(Lv(H+
9 )) < 0.3 < a.

We now prove τ(Lv(H+
10)) < a.

Φ(Lv(H
+
10))

= Φ(L(H10)) − (x − 1)(x2 − 3x + 1)k−2

= x(x2 − 3x + 1)k−3(x3 − (k + 3)x2 + (3k + 1)x − (2k − 2)) − (x − 1)(x2 − 3x + 1)k−2

= (x2 − 3x + 1)k−3g2(x),

where g2(x) = x4 − (k + 4)x3 + (3k + 5)x2 − (2k + 2)x + 1.

Since g2(
3
10 ) = −3570k+7501

10000 < 0, we have τ(Lv(H+
10)) < 0.3 < a.
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Theorem 4.7 α(T7) > α(T8), α(T3) > α(T4).

Proof Using the methods similar to those used in proving Theorems 4.2 and 4.4, respec-

tively, we can complete the proof.

Theorem 4.8 For any tree T ∈ T (1), we have α(T ) > α(T2).

Proof Since T2 = G(1, 0, 1, k − 2, 0) and k ≥ 12, T2 has only one vertex u such that

d(u) = ∆(T2). P 1
2 and P 2

3 are two of the branches of T2 at u. By Lemma 3.1, τ(L̂(P 2
3 )) <

τ(L̂(P 1
2 )) = a.

By Lemma 2.9, we have

α(T2) < τ(L̂(P 1
2 )) = a = α(T ).

From the above theorems, we can get the main result of this paper:

Theorem 4.9 For any tree T ∈ T2k+1 \ (T (1)∪ {T2, · · · , T11} ∪ T (12)), any tree T1 ∈ T (1)

and any tree T12 ∈ T (12), we have

α(T1) = a > α(T2) > α(T3) > α(T4) > α(T5) = b

> α(T6) > α(T7) > α(T8) > α(T9) > α(T10) > α(T11)

> α(T12) = c > α(T ).
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