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H(t, z) = 1
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1 Introduction and the Main Results

This paper deals with the existence of nontrivial solutions of superquadratic Hamiltonian

systems with Lagrangian boundary conditions and the property of the L-index.

Consider the Hamiltonian systems

{
ż(t) = J∇H(t, z(t)), ∀ z ∈ R2n, ∀ t ∈ [0, T ],

z(0) ∈ L, z(T ) ∈ L,
(1.1)

where L ∈ Λ(n), T > 0, J =
(

0 −In

In 0

)
is the symplectic matrix, In is the unit matrix of order

n, H ∈ C2([0, T ]× R2n, R) and ∇H(t, z) is the gradient of H(t, z) respect to z.

We recall that Λ(n) is the set of all linear Lagrangian subspaces in (R2n, ω0), here the

standard symplectic form is defined by ω0 =
n∑

i=1

dxi ∧ dyi. A Lagrangian subspace L of R2n

is an n dimensional subspace satisfying ω0|L = 0. We denote the standard norm and inner

product in R2n by | · | and ( · , · ), respectively.

After the work of P. Rabinowitz [24], many mathematicians have considered the problem of

finding periodic solutions of the Hamiltonian systems. For example we can see the references

of this paper [4–10, 15–18, 20, 23–25] and the references therein. In recent papers [13, 14], the

second author of this paper introduced an index iL(γ) for symplectic paths γ starting from

the identity with a Lagrangian subspace L by the algebraic methods and developed the various
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properties of this index theory. We call this index the L-Maslov-type index. In a previous paper

[19], Y. Long, D. Zhang and C. Zhu studied the multiplicity problem of the brake orbit on a

convex domain, there they established two indices µ1(γ) and µ2(γ) for the fundamental solution

γ of a linear Hamiltonian system by the methods of functional analysis which are special cases

of the L-Maslov-type index iL(γ) for Lagrangian subspaces L0 = {0} ⊕ Rn and L1 = Rn ⊕ {0}

up to a constant n.

Multiplicity results for solutions of various boundary value problems are known for dynam-

ical systems on compact configuration manifolds, given by Lagrangians or Hamiltonians which

have quadratic growth in the velocities or in the momenta. In a recent paper [1], A. Abbon-

dandolo and A. Figalli extended these results to the classical setting of Tonelli Lagrangians

(Lagrangians which are C2-convex and superlinear in the velocities), or to Hamiltonians which

are superlinear in the momenta and have a coercive action integrand. In this paper, we use the

variational methods to prove the existence of nontrivial solutions of superquadratic Hamiltonian

systems with Lagrangian boundary conditions and study the property of the L-index defined

in [14].

This paper is divided into 3 sections. In Section 2, we use the L-index theory in [13, 14]

to study the existence of a nontrivial solution of (1.1) for which the Hamiltonian function H is

given by

H(t, z) =
1

2
(B̂(t)z, z) + Ĥ(t, z),

where B̂(t) is a semipositive symmetric continuous matrix for all t ∈ [0, T ] and Ĥ satisfies a

superquadratic condition at infinity. Moreover, we obtain a property of the L-index of this

nontrivial solution of (1.1).

We suppose Ĥ and B̂ satisfy the following conditions:

(H1) There is a θ ∈ (0, 1
2 ) and r > 0 such that

0 < Ĥ(t, z) ≤ θ(z,∇Ĥ(t, z)) for all z ∈ R
2n, |z| ≥ r, t ∈ [0, T ],

(H2) Ĥ(t, z) ≥ 0 for all z ∈ R2n, t ∈ [0, T ],

(H3) Ĥ(t, z) = o(|z|2) at z = 0,

(H4) There are constants a, b > 0 such that

|∇Ĥ(t, z)| ≤ a(z,∇Ĥ(t, z)) + b for all z ∈ R
2n, t ∈ [0, T ],

(H5) B̂(t) is a semipositive symmetric continuous matrix for all t ∈ [0, T ].

We prove the following:

Theorem 1.1 Suppose H(t, z) ∈ C2([0, T ] × R2n, R) satisfies (H1)–(H5), then (1.1) pos-

sesses at least one nontrivial solution z whose L-index pair (iL(z), νL(z)) satisfies

iL(z) ≤ iL(B̂) + νL(B̂) + 1 ≤ iL(z) + νL(z).

In Section 3, we study the general case
{

ż(t) = J∇H(t, z(t)), ∀ z ∈ R2n, ∀ t ∈ [0, 1],

z(0) ∈ L1, z(1) ∈ L2,
(1.2)

where L1 and L2 are any two linear Lagrangian subspaces of R2n and H(t, z) ∈ C2([0, 1] ×

R2n, R) satisfies (H1)–(H4). With these conditions, we have the following result:
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Theorem 1.2 Suppose H(t, z) ∈ C2([0, 1]×R2n, R) satisfies (H1)–(H4), then (1.2) possesses

at least one nontrivial solution.

Remark 1.1 We observe that for L0 = Rn ⊕ {0} ⊂ R2n and any L ∈ Λ(n), there exists an

orthogonal symplectic matrix P such that PL = L0 (see [14, 21]). By taking P−1z(t) = z(t) in

(1.1), we change the systems into the following one:

{
ż(t) = J∇H(t, z(t)), ∀ z ∈ R

2n, ∀ t ∈ [0, T ],

z(0) ∈ L0, z(T ) ∈ L0,
(1.3)

where H depending on P satisfies the same conditions as in Theorem 1.1. So we only need to

prove Theorem 1.1 for the special case L = L0.

Remark 1.2 We use the same transformation as in Remark 1.1 for (1.2). Choose an

orthogonal symplectic matrix P̌ such that P̌L1 = L0, then P̌L2 = L′ with L′ ∈ Λ(n) (see [21]).

By taking P̌−1ž(t) = z(t) in (1.2), we change the systems into the following one:

{
˙̌z(t) = J∇Ȟ(t, ž(t)), ∀ ž ∈ R2n, ∀ t ∈ [0, 1],

ž(0) ∈ L0, ž(1) ∈ L′,
(1.4)

where Ȟ depending on P̌ satisfies the same conditions as in Theorem 1.2. So we only need to

prove Theorem 1.2 for the special case (1.4).

The “open string problem” (1.1) is closely related with many dynamical systems problems.

It is well-known that one can transform the famous Arnold chord conjecture (see [2]) into

an autonomous Hamiltonian system with Lagrangian boundary conditions as in (1.1). The

Arnold chord conjecture, which has been proved by K. Mohnke [22], says that on the contact

manifold (S2n−1, ξ0) with standard contact structure ξ0, for any closed Legendrian submanifold

L ⊂ S2n−1, there always exists a Reeb chord intersecting the Legendrian submanifold L at least

twice for any choice of contact form. On the other hand, one can take the brake orbit problem

as a special case of the problem (1.1). For example, the following brake orbit problem





q̈(t) + V ′(q(t)) = 0,

q̇(0) = q̇
(T

2

)
= 0,

q
(T

2
+ t

)
= q

(T

2
− t

)
,

q(T + t) = q(t)

can be transformed into the problem (1.3).

2 Proof of Theorem 1.1

Let L2
0 be the subspace of L2([0, T ], R2n) which consists of all elements z(t) =

∑
k∈Z

e
kπ
T

Jtzk,

zk ∈ L0, satisfying ‖z‖2
L2

0

=
∫ T

0
|z|2dt < +∞, where the norm ‖z‖L2

0
is the usual L2 norm.

Correspondingly, the inner product of L2
0 is the usual L2 inner product

(u, v)L2

0
=

∫ T

0

(u(t), v(t))dt, ∀u, v ∈ L2
0.
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Then L2
0 becomes a Hilbert space.

Let X := {z ∈ W
1

2
,2([0, T ], R2n) | z =

∑
k∈Z

e
kπ
T

Jtzk, zk ∈ L0, ‖z‖X < +∞} be the Hilbert

space with the inner product

(u, v)X =
∑

k∈Z

(1 + |k|)(uk, vk), ∀u, v ∈ X.

In the following, we use 〈 · , · 〉 and ‖·‖ to denote the inner product and norm in X , respectively.

It is well-known that if r ∈ [1, +∞) and z ∈ Lr([0, T ], R2n), then there exists a constant cr > 0

such that ‖z‖Lr ≤ cr‖z‖.

We define an operator Ax = −Jẋ on L2
0. Then the domain of A is domA = WL0

, where

WL0
:=

{
z ∈ W 1,2([0, T ], R2n)

∣∣∣ z =
∑
k∈Z

e
kπ
T

Jtzk, zk ∈ L0, ‖z‖WL0
< +∞

}
is a dense subspace

of X . Under the inner product of the space L2
0, the spectrum of the operator A is σ(A) = π

T
Z.

It is a point spectrum, i.e., it contains only eigenvalues, and the multiplicity of every eigenvalue

is n. We can prove that A is a self-adjoint operator, i.e., (Au, v)L2

0
= (u, A∗v)L2

0
= (u, Av)L2

0
,

∀u, v ∈ domA = WL0
.

Indeed, by definition,

(Au, v)L2

0

=

∫ T

0

(−Ju̇(t), v(t))dt

= (−Ju(t), v(t))|T0 −

∫ T

0

(−Ju(t), v̇(t))dt

= (−Ju(t), v(t))|T0 +

∫ T

0

(u(t),−Jv̇(t))dt

= (−Ju(t), v(t))|T0 + (u, Av)L2

0

.

Since (−Ju(t), v(t))|T0 = ω0(u(T ), v(T )) − ω0(u(0), v(0)) = 0, so (Au, v)L2

0
= (u, Av)L2

0
, i.e., A

is a self-adjoint operator.

Define the linear operator B on L2
0 by (Bu, v)L2

0
=

∫ T

0 (B̂(t)u, v)dt, ∀u, v ∈ L2
0. Then B is

a compact self-adjoint linear operator. Furthermore, we define the self-adjoint linear operator

A − B̂ on X by 〈(A − B̂)u, v〉 := ((A − B)u, v)L2

0
, ∀u, v ∈ X . Similar to the operator A, the

spectrum of the operator A − B is a point spectrum and the multiplicity of each eigenvalue is

finite. Similarly to [16, Lemma 4.1.5], but with the inner product of the space L2
0, we can prove

that 0 ∈ {0}∪σ(A−B) is isolated. Following the ideas of [16], we can list the set {0}∪σ(A−B)

by

· · · ≤ λ−2 ≤ λ−1 < 0 < λ1 ≤ λ2 ≤ · · · , with |λq| → +∞ as q → ∞,

where a nonzero eigenvalue λj of A− B should be repeated k times if its multiplicity is k, and

the eigenvector of A − B belonging to λj by ej . For m > 0, set

X+
m = Span{e1, · · · , em}, X−

m = Span{e−1, · · · , e−m},

X0 = ker(A − B̂), Xm = X+
m ⊕ X0 ⊕ X−

m.

Let Pm : X → Xm be the corresponding orthogonal projection for m ∈ N. Then Γ = {Pm; m ∈

N} is a Galerkin approximation scheme with respect to A − B̂.
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For d > 0, we denote by M∗
d (Q), ∗ = +, 0,−, the eigenspaces corresponding to the eigen-

values λ of the linear operator Q : X → X belonging to [d, +∞), (−d, d) and (−∞,−d],

respectively. And denote by M∗(Q), ∗ = +, 0,−, the eigenspaces corresponding to the eigen-

values λ of Q belonging to (0, +∞), {0} and (−∞, 0), respectively. For any adjoint operator

Q, we denote Q♯ = (Q|ImQ)−1, and we also denote PmQPm = (PmQPm)|Xm
. From [10] and

[13], we have

Theorem 2.1 For any B(t) ∈ C([0, 1], Ls(R
2n)), where Ls(R

2n) denotes the set of sym-

metric matrices, with the L- index pair (iL(B), νL(B)) and any constant 0 < d ≤ 1
4‖(A−B)♯‖−1,

there exists m0 > 0 such that for m ≥ m0, we have

dimM+
d (Pm(A − B)Pm) = m + iL(B̂) − iL(B) + νL(B̂) − νL(B),

dimM−
d (Pm(A − B)Pm) = m − iL(B̂) + iL(B),

dimM0
d (Pm(A − B)Pm) = νL(B).

Proof We follow the ideas of [10].

Case 1 νL(B) = 0. We have dimker(A − B) = 0.

Since B and B̂ are compact, there exists an m∗ > 0 such that for m ≥ m∗,

‖(I − Pm)(B̂ − B)‖ + ‖(B̂ − B)(I − Pm)‖ ≤
1

2
‖(A − B)−1‖−1.

Since Pm(A − B)Pm = (A − B)Pm + (Pm − I)(B̂ − B)Pm, for m ≥ m∗, then

‖Pm(A − B)Pmz‖ ≥
1

2
‖(A − B)−1‖−1‖z‖ for all z ∈ Xm.

Hence we have

M∗
d (Pm(A − B)Pm) = M∗(Pm(A − B)Pm) for ∗ = +, 0,−.

Notice that

A − B = Pm(A − B)Pm + (I − Pm)(A − B̂) + (I − Pm)(B̂ − B) + Pm(B̂ − B)(I − Pm)

= A − (B̂ + Pm(B − B̂)Pm) + (I − Pm)(B̂ − B) + Pm(B̂ − B)(I − Pm).

By Theorem 5.1, Theorem 5.2 and Definition 5.1 in [10], we have

I(B, B̂) = I(B̂ + Pm(B − B̂)Pm, B̂)

= dimM+(Pm(A − B)Pm) − dim M+(Pm(A − B̂)Pm) − νL(B̂).

Hence

dim M+(Pm(A − B)Pm) = I(B, B̂) + m + νL(B̂)

= m + iL(B̂) − iL(B) + νL(B̂) − νL(B).

Similarly, dimM−(Pm(A − B)Pm) = m − iL(B̂) + iL(B).

Case 2 νL(B) > 0. Let γ ∈ P(2n) = {γ ∈ C([0, 1], Sp(2n)) | γ(0) = I2n} be the

fundamental solution of the linear Hamiltonian systems

ż = JB(t)z.
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Let γs, 0 ≤ s ≤ 1, be the perturbed path defined in [14]. Define

Bs(t) = −Jγ̇s(t)γs(t)
−1, ∀ t ∈ [0, 1].

Let Bs be the compact operator defined as above corresponding to Bs(t). For s 6= 0, there hold

B0(t) = B(t), νL(Bs) = 0 for s ∈ (0, 1], and ‖Bs − B‖ → 0 as s → 0. If s ∈ (0, 1], we have

iL(γs) − iL(γ−s) = νL(γ) = νL(B), iL(γ−s) = iL(B) = iL(γ).

Choose 0 < s < 1 such that ‖B −B±s‖ ≤ d
2 , let s = ±s. By Case 1, there exists an m1 ≥ 0

such that for m ≥ m1,

dim M+(Pm(A − Bs)P
m) = m + iL(B̂) − iL(γs) + νL(B̂),

dimM−(Pm(A − Bs)P
m) = m − iL(B̂) + iL(γs),

dim M0(Pm(A − Bs)P
m) = 0.

In [13], there exists an m∗ ≥ m1 such that for m ≥ m∗,

dimM0
d (Pm(A − B)Pm) ≤ νL(B).

For otherwise, there exists y ∈ M0
d (Pm(A − B)Pm) ∩ Rm, ‖y‖ = 1, where

Xm = Pm ker(A − B) ⊕ Rm, dimPm ker(A − B) = νL(B).

Then ‖Pm(A − B)Pmy‖ ≤ d‖y‖ contradicts to ‖y‖ ≤ 1
2d
‖Pm(A − B)Pmy‖.

Since Pm(A − Bs)P
m = Pm(A − B)Pm + Pm(B − Bs)P

m, for m ≥ m∗, then

dimM+
d (Pm(A − B)Pm) ≤ dimM+(Pm(A − Bs)P

m)

= m + iL(B̂) − iL(B) + νL(B̂) − νL(B),

dimM+
d (Pm(A − B)Pm) ≥ dimM+(Pm(A − B−s)P

m) − dimM0
d (Pm(A − B)Pm)

= m + iL(B̂) − iL(B) + νL(B̂) − dimM0
d (Pm(A − B)Pm).

We have dimM0
d (Pm(A − B)Pm) = νL(B) and

dim M+
d (Pm(A − B)Pm) = m + iL(B̂) − iL(B) + νL(B̂) − νL(B).

Similarly, we have dimM−
d (Pm(A − B)Pm) = m − iL(B̂) + iL(B).

The proof of Theorem 2.1 is complete.

We need to truncate the function Ĥ at infinite. That is to replace Ĥ by a modified func-

tion Ĥk which grows at a prescribed rate near ∞. The truncated function was defined by P.

Rabinowitz in [23]. Let k > 0 and select χ ∈ C∞(R, R) such that χ(s) = 1 for s ≤ k, χ(s) = 0

for s ≥ k + 1, and χ′(s) < 0 for s ∈ (k, k + 1). Set

Ĥk(t, z) = χ(|z|)Ĥ(t, z) + (1 − χ(|z|))rk|z|
4,

where rk = max{ Ĥ(t,z)
|z|4 | k ≤ |z| ≤ k + 1, t ∈ [0, T ]}.

It is known that Ĥk still satisfies (H1)–(H4) with θ and (H4) being replaced by θ̂ = max{θ, 1
4}

and |∇Ĥk(t, z)| ≤ (z,∇Ĥk(t, z)) + b′, b′ > 0, respectively.
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Define a function ϕ on X by

ϕ(z) =
1

2
〈(A − B̂)z, z〉 −

∫ T

0

Ĥk(t, z(t))dt.

Suppose W is a real Banach space, g ∈ C1(W, R). g is said satisfying the (PS) condition, if

for any sequence {xq} ⊂ W satisfying g(xq) is bounded and g′(xq) → 0 as q → ∞, there exists

a convergent subsequence {xqj
} of {xq} (see [23]). Let ϕm = ϕ|Xm

be the restriction of ϕ on

Xm. When H satisfies (H1)–(H5), similarly to [3, Proposition A], we have the following two

lemmas.

Lemma 2.1 For all m ∈ N, ϕm satisfies the (PS) condition on Xm.

Lemma 2.2 ϕ satisfies the (PS)∗ condition on X with respect to {zm}, i.e., for any sequence

{zm} ⊂ X satisfying zm ∈ Xm, ϕm(zm) is bounded and ‖ϕ′
m(zm)‖(Xm)′ → 0 in (Xm)′ as

m → +∞, where (Xm)′ is the dual space of Xm, there exists a convergent subsequence {zmj
}

of {zm} in X.

In order to prove Theorem 1.1, we need the following definition and the saddle-point theorem.

Definition 2.1 (see [11]) Let E be a C2-Riemannian manifold and D be a closed subset

of E. A family φ(α) of subsets of E is said to be a homological family of dimensional q with

boundary D if for some nontrivial class α ∈ Hq(E, D). The family φ(α) is defined by

φ(α) = {G ⊂ E : α is in the image of i∗ : Hq(G, D) → Hq(E, D)},

where i∗ is the homomorphism induced by the immersion i : G → E.

Theorem 2.2 (see [11]) For above E, D and α, let φ(α) be a homological family of di-

mension q with boundary D. Suppose that f ∈ C2(E, R) satisfies the (PS) condition. Define

c = inf
G∈φ(α)

sup
x∈G

f(x).

Suppose that sup
x∈D

f(x) < c and f ′ is Fredholm on

Kc(f) ≡ {x ∈ E : f ′(x) = 0, f(x) = c}.

Then there exists an x ∈ Kc(f) such that the Morse index m−(x) and the nullity m0(x) of the

functional f at x satisfy

m−(x) ≤ q ≤ m−(x) + m0(x).

It is clear that a critical point of ϕ is a solution of (1.3). For a critical point z = z(t), let

B(t) = H ′′(t, z(t)), define the linearized systems at z(t) by

{
ẏ(t) = JH ′′(t, z(t))y(t), ∀ y ∈ R

2n, ∀ t ∈ [0, T ],

y(0) ∈ L0, y(T ) ∈ L0.

Then the L0-index pair of z is defined by (iL0
(z), νL0

(z)) = (iL0
(B), νL0

(B)).

Proof of Theorem 1.1 We carry out the proof in 3 steps.

Step 1 The critical points of ϕm.
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Set Sm = X−
m ⊕ X0. Then dimSm = m + dimX0 = m + dim ker(A − B̂) = m + νL0

(B̂),

dimX+
m = m.

In the following, we prove that ϕm(z) satisfies:

( I ) ϕm(z) ≥ β > 0, ∀ z ∈ Ym = X+
m ∩ ∂Bρ(0),

(II) ϕm(z) ≤ 0 < β, ∀ z ∈ ∂Qm, where Qm = {re | r ∈ [0, r1]} ⊕ (Br2
(0) ∩ Sm), e ∈

X+
m ∩ ∂B1(0), r1 > ρ, r2 > 0.

First we prove ( I ). By (H3), for any ε > 0, there is a δ > 0 such that Ĥk(t, z) ≤ ε|z|2 if

|z| ≤ δ. Since Ĥk(t, z)|z|−4 is uniformly bounded as |z| → +∞, there is an M1 = M1(ε, k) such

that Ĥk(t, z) ≤ M1|z|
4 for |z| ≥ δ. Hence

Ĥk(t, z) ≤ ε|z|2 + M1|z|
4 for all z ∈ R

2n. (2.1)

For z ∈ Ym, we have

∫ T

0

Ĥk(t, z)dt ≤ ε‖z‖2
L2 + M1‖z‖

4
L4 ≤ (εc2

2 + M1c
4
4‖z‖

2)‖z‖2. (2.2)

Since for all z ∈ Ym, similarly to [16, Lemma 4.1.5], under the inner product of the space X ,

we can prove that 0 ∈ {0} ∪ σ(A − B̂) is isolated. Then the operator A − B̂ has a minimum

positive eigenvalue µ on X , and the eigenvector of A − B̂ belonging to µ by e. Thus we have

〈(A − B̂)z, z〉 ≥ µ‖z‖2. Hence by (2.2),

ϕm(z) =
1

2
〈(A − B̂)z, z〉 −

∫ T

0

Ĥk(t, z(t))dt

≥
µ

2
‖z‖2 −

∫ T

0

Ĥk(t, z(t))dt

≥
µ

2
‖z‖2 − (εc2

2 + M1c
4
4‖z‖

2)‖z‖2

=
µ

2
ρ2 − (εc2

2 + M1c
4
4ρ

2)ρ2. (2.3)

Choose ε = µ

5c2

2

and ρ independent of k and m so that 5M1c
4
4ρ

2 = µ. Then for z ∈ Ym,

ϕm(z) ≥
µ

10
ρ2 , β > 0.

β is independent of k and m. Hence ( I ) holds.

Next prove (II). Let e ∈ X+
m∩∂B1 and z = z−+z0 ∈ Sm. Without loss of generality, choose

e = e
‖e‖ . Then similar to ( I ), the operator A − B̂ has a maximal negative eigenvalue τ on X :

ϕm(z + re) =
1

2
〈(A − B̂)z−, z−〉 +

1

2
r2〈(A − B̂)e, e〉 −

∫ T

0

Ĥk(t, z + re)dt

≤
τ

2
‖z−‖2 +

µ

2
r2 −

∫ T

0

Ĥk(t, z + re)dt, (2.4)

From (H1), We have

Ĥk(t, z) ≥ b1|z|
1

θ̂ − b2, (2.5)
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where b1 > 0, b2 are two constants independent of k and m. Then by (2.5),

∫ T

0

Ĥk(t, z + re)dt ≥ b1

∫ T

0

|z + re|
1

θ̂ dt − Tb2

≥ b3

(∫ T

0

|z + re|2dt
) 1

2θ̂
− b4

≥ b5(‖z
0‖

1

θ̂ + r
1

θ̂ ) − b4, (2.6)

where b3, b4 are constants and b5 > 0 independent of k and m. Thus by (2.6),

ϕm(z + re) ≤
τ

2
‖z−‖2 +

µ

2
r2 − b5(‖z

0‖
1

θ̂ + r
1

θ̂ ) + b4 (2.7)

for τ < 0 and µ > 0 independent of k and m. Thus we can choose large enough r1 and r2

independent of k and m such that

ϕm(z + re) ≤ 0, on ∂Qm.

Then (II) holds.

Because Qm is deformation retract of Xm, then Hq(Qm, ∂Qm) ∼= Hq(Xm, ∂Qm), where

q = dim Sm + 1 = m + νL0
(B̂) + 1 = dim Qm, and ∂Qm is the boundary of Qm in Sm ⊕ {Re}.

But Hq(Qm, ∂Qm) ∼= Hq−1(S
q−1) ∼= R. Denote by i : Qm → Xm the inclusion map. Let

α = [Qm] ∈ Hq(Qm, D) be a generator. Then i∗α is nontrivial in Hq(Xm, ∂Qm), and φ(i∗α)

defined by Definition 2.1 is a homological family of dimension q with boundary D := ∂Qm and

Qm ∈ φ(i∗α). ∂Qm and Ym are homologically link (see [5]). By Lemma 2.1, ϕm satisfies the

(PS) condition. Define cm = inf
G∈φ(i∗α)

sup
z∈G

ϕm(z). We have

sup
z∈∂Qm

ϕm(z) ≤ 0 < β ≤ cm ≤ sup
z∈Qm

ϕm(z) ≤
µ

2
r2
1 . (2.8)

Since Xm is finite dimensional, ϕ′
m is Fredholm. By Theorem 2.2, ϕm has a critical point zm

with critical value cm, and the Morse index m−(zm) and nullity m0(zm) of zm satisfy

m−(zm) ≤ m + νL0
(B̂) + 1 ≤ m−(zm) + m0(zm). (2.9)

Since {cm} is bounded, passing to a subsequence, suppose cm → c ∈ [β, µ
2 r2

1 ]. By the (PS)∗

condition of Lemma 2.2, passing to a subsequence, there exists an z ∈ X such that

zm → z, ϕ(z) = c, ϕ′(z) = 0.

Step 2 The solution of (1.3).

Because the critical value c has an upper bound µ
2 r2

1 independent of k, then

µ

2
r2
1 ≥ c = ϕ(z) −

1

2
〈ϕ′(z), z〉

≥
(1

2
− θ̂

) ∫ T

0

(z,∇Ĥk(t, z))dt. (2.10)

Then by (2.10),
∫ T

0 (z,∇Ĥk(t, z))dt has an upper bound independent of k,

∫ T

0

(z,∇Ĥk(t, z))dt ≤ M for constant M independent of k. (2.11)
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By Ĥk(t, z) ≤ θ̂(z,∇Ĥk(t, z)), one has

∫ T

0

Ĥk(t, z)dt ≤ θ̂ M. (2.12)

Thus by (2.5) and (2.12),

∫ T

0

(b1|z|
1

θ̂ − b2)dt ≤

∫ T

0

Ĥk(t, z)dt ≤ θ̂ M,

i.e.,

θ̂ M ≥ b1

∫ T

0

|z|
1

θ̂ dt − b2T ≥ b′1

(∫ T

0

|z|2dt
) 1

2θ̂
− b2T. (2.13)

Thus by (2.13), ‖z‖
1

θ̂

L2 ≤ M2, where M2 is independent of k, i.e.,

‖z‖L2 ≤ M3, where M3 is independent of k. (2.14)

Since

‖z‖L1 ≤ C‖z‖L2 ≤ M ′
3, where C > 0 is independent of k. (2.15)

Thus by (2.14) and (2.15), ‖z‖L1 has an upper bound independent of k. We use Young’s

inequality. For any w ∈ W 1,2([0, T ], R2n), w(τ) − w(t) =
∫ τ

t
ẇ(s)ds. Integrating with respect

to t shows that

Tw(τ) −

∫ T

0

w(t)dt =

∫ T

0

∫ τ

t

ẇ(s)dsdt,

i.e.,

|Tw(τ)| =
∣∣∣
∫ T

0

w(t)dt +

∫ T

0

∫ τ

t

ẇ(s)dsdt
∣∣∣

≤

∫ T

0

|w(t)|dt +

∫ T

0

∫ τ

t

|ẇ(s)|dsdt

≤ ‖w‖L1 + T

∫ T

0

|ẇ(s)|ds

= ‖w‖L1 + T ‖ẇ‖L1 ,

i.e.,

|w(τ)| ≤
‖w‖L1

T
+ ‖ẇ‖L1 ,

i.e.,

‖w‖L∞ ≤
‖w‖L1

T
+ ‖ẇ‖L1. (2.16)

By (H5), we know that B̂(t) is bounded for all t ∈ [0, T ], therefore

‖ż‖L1 = ‖JB̂(t)z + J∇Ĥk(t, z)‖L1

≤ δ̂‖z‖L1 +

∫ T

0

|∇Ĥk(t, z)|dt

≤ δ̂M ′
3 +

∫ T

0

(z,∇Ĥk(t, z))dt + b′T

≤ δ̂M ′
3 + MT + b′T ≤ M4. (2.17)
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Thus ‖ż‖L1 has an upper bound independent of k. Then from (2.15)–(2.17), ‖z‖L∞ ≤ k0, where

k0 is independent of k. We choose k > k0, therefore Ĥk(t, z) = Ĥ(t, z). Consequently, z is a

nontrivial solution of (1.3).

Step 3 Let B(t) = H ′′
k (t, z(t)), d = 1

4‖(A − B)♯‖−1. Since

‖ϕ′′(x) − (A − B)‖ → 0, as ‖x − z‖ → 0,

there exists an r3 > 0 such that

‖ϕ′′(x) − (A − B)‖ <
1

4
d, ∀x ∈ Vr3

(z) = {x ∈ X | ‖x − z‖ ≤ r3}.

Then for m large enough, there holds

‖ϕ′′
m(x) − Pm(A − B)Pm‖ <

1

2
d, ∀x ∈ Vr3

(z) ∩ Xm. (2.18)

For x ∈ Vr3
(z) ∩ Xm, ∀u ∈ M−

d (Pm(A − B)Pm) \ {0}, from (2.18) we have

〈ϕ′′
m(x)u, u〉 ≤ 〈Pm(A − B)Pmu, u〉 + ‖ϕ′′

m(x) − Pm(A − B)Pm‖ · ‖u‖2

≤ −
1

2
d‖u‖2 < 0. (2.19)

Thus by (2.19),

dimM−(ϕ′′
m(x)) ≥ dimM−

d (Pm(A − B)Pm), ∀x ∈ Vr3
(z) ∩ Xm. (2.20)

Similarly, we have

dimM+(ϕ′′
m(x)) ≥ dimM+

d (Pm(A − B)Pm), ∀x ∈ Vr3
(z) ∩ Xm. (2.21)

By Theorem 2.1 and (2.9), (2.20), (2.21), for large m we have

m + νL0
(B̂) + 1 ≥ m−(zm)

≥ dimM−
d (Pm(A − B)Pm)

= m − iL0
(B̂) + iL0

(B). (2.22)

We also have

m + νL0
(B̂) + 1 ≤ m−(zm) + m0(zm)

≤ dimM−
d (Pm(A − B)Pm) ⊕ dimM0

d (Pm(A − B)Pm)

= m − iL0
(B̂) + iL0

(B) + νL0
(B). (2.23)

Combining (2.22) and (2.23), we have

iL0
(z) ≤ iL0

(B̂) + νL0
(B̂) + 1 ≤ iL0

(z) + νL0
(z).

The proof of Theorem 1.1 is complete.
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3 Proof of Theorem 1.2

In this section, we give the proof of Theorem 1.2.

Proof of Theorem 1.2 We know that there exists an orthogonal symplectic matrix P̃ such

that L′ = P̃L0 (see [14, 21]) and Sp(2n, R) ∩ O(2n, R) ∼= U(n, C) (see [16]), where Sp(2n, R)

is the symplectic group, O(2n, R) is the orthogonal group and U(n, C) is the unitary group.

By this isomorphism, we know that Sp(2n, R) ∩ O(2n, R) is a Lie group and its Lie algebra is

sp(2n, R) ∩ o(2n, R) = {N ∈ gl(2n, R) | NT J + JN = 0, NT + N = 0}. Then there exists a

matrix M , satisfying MT J + JM = 0 and MT + M = 0, such that P̃ = exp(M).

Let z(t) = exp(tM)u(t), where u(0) ∈ L0 and u(1) ∈ L0, then z(0) ∈ L0 and z(1) ∈ L′. By

ż(t) = J∇H(t, z(t)), then we have

ż(t) = exp(tM)Mu(t) + exp(tM)u̇(t). (3.1)

H(t, z(t)) = H(t, exp(tM)u(t)) , H̃(t, u(t)). (3.2)

Thus from (3.2),

∇H̃(t, u(t)) = (exp(tM))T∇H(t, exp(tM)u(t)). (3.3)

Besides by MT = −M and MT J = −JM , we have JM = MJ . Furthermore, we obtain

(exp(tM))−1 = (exp(tM))T and (exp(tM))T J exp(tM) = J. (3.4)

Then (3.3) is

∇H(t, exp(tM)u(t)) = exp(tM)∇H̃(t, u(t)). (3.5)

By (3.1)–(3.5), we can change (1.4) into the following one:

exp(tM)Mu(t) + exp(tM)u̇(t) = J exp(tM)∇H̃(t, u(t)),

i.e.,

exp(tM)u̇(t) = − exp(tM)Mu(t) + J exp(tM)∇H̃(t, u(t)),

i.e.,

u̇(t) = −(exp(tM))−1 exp(tM)Mu(t) + (exp(tM))−1J exp(tM)∇H̃(t, u(t))

= JJMu(t) + J∇H̃(t, u(t))

= J(JMu(t) + ∇H̃(t, u(t))). (3.6)

Let B̃ = JM . Next, we prove that in (3.6), H̃(t, u(t)) and B̃ satisfy (H1)–(H5).

Indeed, for (H1), there is a θ′ ∈ (0, 1
2 ) and r′ > 0 such that

0 < H(t, z(t)) ≤ θ′(z,∇H(t, z(t))) for all z ∈ R
2n, |z| ≥ r′, t ∈ [0, 1]. (3.7)

By (3.2), (3.4) and (3.5), then (3.7) is

0 < H̃(t, u(t)) ≤ θ′(exp(tM)u(t), exp(tM)∇H̃(t, u(t))), (3.8)
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and

|z|2 = (exp(tM)u, exp(tM)u) = (exp(tM)T exp(tM)u, u) = |u|2, (3.9)

(exp(tM)u(t), exp(tM)∇H̃(t, u(t))) = (exp(tM)T exp(tM)u(t),∇H̃(t, u(t)))

= (u(t),∇H̃(t, u(t))). (3.10)

Then by (3.9) and (3.10), (3.8) is

0 < H̃(t, u(t)) ≤ θ′(u(t),∇H̃(t, u(t))) for all u ∈ R
2n, |u| ≥ r′, t ∈ [0, 1]. (3.11)

For (H2),

H̃(t, u(t)) = H(t, exp(tM)u(t)) = H(t, z(t)) ≥ 0 for all u ∈ R
2n, t ∈ [0, 1]. (3.12)

For (H3),

H̃(t, u)

|u|2
=

H(t, z)

| exp(tM)−1z|2
. (3.13)

Besides by (3.4),

| exp(tM)−1z|2 = (exp(tM)−1z, exp(tM)−1z) = (exp(tM) exp(tM)−1z, z)

= (z, z) = |z|2. (3.14)

Thus by H(t, z) = o(|z|2) at z = 0 and (3.14), (3.13) is

H̃(t, u)

|u|2
=

H(t, z)

|z|2
→ 0, at u = 0,

i.e.,

H̃(t, u) = o(|u|2), at u = 0. (3.15)

For (H4), there are constants a′, b′′ > 0 such that

|∇H(t, z)| ≤ a′(z,∇H(t, z)) + b′′ for all z ∈ R
2n, t ∈ [0, 1]. (3.16)

By (3.2), (3.4) and (3.5), then (3.16) is

| exp(tM)∇H̃(t, u(t))| ≤ a′(exp(tM)u(t), exp(tM)∇H̃(t, u(t))) + b′′, (3.17)

| exp(tM)∇H̃(t, u(t))|2 = (exp(tM)∇H̃(t, u(t)), exp(tM)∇H̃(t, u(t)))

= (exp(tM)T exp(tM)∇H̃(t, u(t)),∇H̃(t, u(t)))

= (∇H̃(t, u(t)),∇H̃(t, u(t))) = |∇H̃(t, u(t))|2. (3.18)

Then by (3.10) and (3.18), (3.17) is

|∇H̃(t, u(t))| ≤ a′(u(t),∇H̃(t, u(t))) + b′′ for all u ∈ R
2n, t ∈ [0, 1]. (3.19)

For (H5), the choice of matrix M is not unique, for any choice M satisfying P̃ = exp(M),

MT = −M and JM = MJ . Without loss of generality, we fix an M , let M̃ = M + 2kπJ , then

M̃ satisfies the above conditions. By taking k < 0 and |k| large enough, we can see that JM̃ is

a semipositive symmetric continuous matrix.
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From (3.11), (3.12), (3.15) and (3.19), we obtain that H̃(t, u(t)) ∈ C2([0, 1]×R2n, R) satisfies

(H1)–(H4).

In all, in (3.6), H̃(t, u(t)) and B̃ satisfy the same conditions as in Theorem 1.1, then by

Theorem 1.1, Theorem 1.2 holds.
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Basel, Boston, Berlin, 1993.

[6] Ekeland, I., Convexity Method in Hamiltonian Mechanics, Springer-Verlag, Berlin, 1990.

[7] Ekeland, I. and Hofer, H., Subharmonics of convex Hamiltonian systems, Comm. Pure Appl. Math., 40,
1987, 1–37.

[8] Felmer, P., Periodic solutions of superquadratic Hamiltonian systems, J. Diff. Equ., 102, 1993, 188–207.

[9] Fei, G., Nontrivial periodic solutions of asymptotically linear Hamiltonian systems, Elec. Jour. Diff. Equ.,
2001, 1–17.

[10] Fei, G. and Qiu, Q., Periodic solutions of asymptotically linear Hamiltonian syatems, Chin. Ann. Math.,
18B(3), 1997, 359–372.

[11] Ghoussoub, N., Location, multiplicity and Morse indices of minimax critical points, J. Reine Angew Math.,
417, 1991, 27–76.

[12] Hofer, H. and Zehnder, E., Symplectic Invariants and Hamiltonian Dynamics, Birkhäuser Verlag, Basel,
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