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1 Introduction

Nevanlinna’s five-value theorem (see [4]) says that if two meromorphic functions share five

values ignoring multiplicity, then these two functions must be identical.

Yang [7] observed that one can weaken the assumption of sharing five values to “partially”

sharing five values in Nevanlinna’s five-value theorem. We say that a meromorphic function

f(z) partially shares a value a with a meromorphic function g(z) if E(a, f) ⊆ E(a, g), where

E(a, h) = {z | h(z) = a} for a meromorphic function h(z). In fact, he proved the following

theorem.

Theorem 1.1 Let f(z) and g(z) be two non-constant meromorphic functions and aj (1 ≤

j ≤ 5) be five distinct values. If

E(aj , f) ⊆ E(aj , g), 1 ≤ j ≤ 5 and lim inf
r→∞

5
∑

j=1

N1
f−aj

(r)
(

5
∑

j=1

N1
g−aj

(r)
)−1

>
1

2
,

then f ≡ g.

In 2006, Yan and Chen [6] generalized the above result to meromorphic mapping, under the

inclusive relation of the sets of zero points between two meromorphic mappings. Suppose that

f(z) is a meromorphic mapping and H is a hyperplane of PN (C). Similarly, let E(H, f) denote

the zero set of (f, H). They proved the following theorem.

Theorem 1.2 Let f(z) and g(z) be two linearly non-degenerate meromorphic mappings of

Cn into PN (C) and Hj (1 ≤ j ≤ q) be q hyperplanes in general position such that dim f−1(Hi∩

Hj) ≤ n − 2 for i 6= j. Assume

E(Hj , f) ⊆ E(Hj , g), 1 ≤ j ≤ q
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and f = g on
q
⋃

j=1

f−1(Hj). If q = 3N + 2 and

lim inf
r→∞

3N+2
∑

j=1

N1
(f,Hj)

(r)
(

3N+2
∑

j=1

N1
(g,Hj)

(r)
)−1

>
N

N + 1
,

then f ≡ g.

We will ask whether lim inf
r→∞

3N+2
∑

j=1

N1
f−aj

(r)
( 3N+2

∑

j=1

N1
g−aj

(r)
)−1

> N
N+1 is sharp or not in

Theorem 1.2. In this paper, the authors discuss the problem and obtain the following result.

Theorem 1.3 Let f(z) and g(z) be two linearly non-degenerate meromorphic mappings of

Cn into PN (C) and Hj (1 ≤ j ≤ q) be q hyperplanes in general position such that dim f−1(Hi∩

Hj) ≤ n − 2 for i 6= j. Assume

E(Hj , f) ⊆ E(Hj , g), 1 ≤ j ≤ q

and f = g on
q
⋃

j=1

f−1(Hj). If q ≥ 3N + 2, N ≥ 2 and

lim inf
r→∞

q
∑

j=1

N1
(f,Hj)

(r)
(

q
∑

j=1

N1
(g,Hj)

(r)
)−1

≥
N

q − 2N − 1
,

then f ≡ g.

Remark 1.1 If lim inf
r→∞

q
∑

j=1

N1
(f,Hj)(r)

( q
∑

j=1

N1
(g,Hj)

(r)
)−1

> N
q−2N−1 and N = 1 in Theorem

1.3, from the proof of Theorem 1.3, we can see that the conclusion still holds.

Remark 1.2 It is easy to see that Theorem 1.3 partially improves Theorem 1.2.

The second main theorem for moving targets is stated as follows, which was given by Thai

and Quang [5].

Theorem 1.4 Let f(z) : Cn → PN (C) be a meromorphic mapping. Let Hi (1 ≤ i ≤ q) be

q moving hyperplanes in general position. Assume that (f, Hi) is free for every Hi (1 ≤ i ≤ q).

If q ≥ 2N + 1, then

∥

∥

∥

q

2N + 1
T (r, f) ≤

q
∑

i=1

NN
(f,Hi)

(r) + o(T (r, f)) + O
(

max
1≤i≤q

T (r, ai)
)

.

As usual, by the notation “‖P” we mean that the assertion P holds for all r ∈ [0,∞)

excluding a Borel subset E of the interval [0,∞) with
∫

E
dr < ∞.

In [6], Yan and Chen raised a problem of how to generalize Theorem 1.2 to the case of

moving targets. Later, they answered the question in [2]. As a matter of fact, we can describe

their theorem as follows.

Theorem 1.5 Let f(z) and g(z) be two meromorphic mappings of Cn into PN (C) and

Hj (1 ≤ j ≤ q) be q “small” (with respect to f) moving targets in general position such that

dim f−1(Hi ∩ Hj) ≤ n − 2 for i 6= j. Assume that

E(Hj , f) ⊆ E(Hj , g), 1 ≤ j ≤ q
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and f = g on
q
⋃

j=1

f−1(Hj). If q = 2N(2N + 1) + 1 and

lim inf
r→∞

q
∑

j=1

N1
(f,Hj)

(r)
(

q
∑

j=1

N1
(g,Hj)(r)

)−1

>
(2N + 1)N

N(2N + 1) + 1
,

then f ≡ g.

Using Theorem 1.4 and the similar method in proving Theorem 1.3, we can obtain the

following result, which partially improves Theorem 1.5.

Theorem 1.6 Let f(z) and g(z) be two meromorphic mappings of Cn into PN (C) and

Hj (1 ≤ j ≤ q) be q “small” (with respect to f) moving targets in general position such that

dim f−1(Hi ∩ Hj) ≤ n − 2 for i 6= j. Assume

E(Hj , f) ⊆ E(Hj , g), 1 ≤ j ≤ q

and f = g on
q
⋃

j=1

f−1(Hj). If q ≥ 2N(2N + 1) + 1, N ≥ 2 and

lim inf
r→∞

q
∑

j=1

N1
(f,Hj)

(r)
(

q
∑

j=1

N1
(g,Hj)

(r)
)−1

≥
(2N + 1)N

q − (2N + 1)N
,

then f ≡ g.

2 Preliminaries and Some Lemmas

We set ‖z‖ = (|z1|
2 + · · · + |zn|

2)
1

2 for z = (z1, · · · , zn) and define

B(r) = {z ∈ C
n : ‖z‖ < r}, S(r) = {z ∈ C

n : ‖z‖ = r}, 0 < r < ∞,

υn−1(z) = (ddc‖z‖2)n−1, σn(z) = dc log ‖z‖2 ∧ (ddc log ‖z‖2)n−1,

on Cn \ {0}.

Let f be a nonconstant meromorphic mapping of Cn into PN (C) and k be a positive

integer. We take the holomorphic functions f0, · · · , fN on Cn such that If = {z ∈ Cn : f0(z) =

· · · fN(z) = 0} is of dimension at most n − 2 and call f = {f0, · · · , fN} on C
n a reduced

representation of f . The characteristic function of f is defined as

T (r, f) =

∫

S(r)

log ‖f‖σn −

∫

S(1)

log ‖f‖σn.

Note that T (r, f) is independent of the choice of the reduced representation of f .

We now define the counting functions. For a divisor ν on Cn and for positive k, M (or

M = ∞), we define the counting functions of ν as follows. Set

νM (z) = min{M, ν(z)}, νM
≤k =

{

0, if ν(z) > k,

νM (z), if ν(z) ≤ k,
νM

>k =

{

νM (z), if ν(z) > k,

0, if ν(z) ≤ k.

We define n(t) by

n(t) =



















∫

|ν|∩B(t)

ν(z)υn−1, if n ≥ 2,

∑

|z|≤t

ν(z), if n = 1.
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Similarly, we define nM (t), nM
≤k(t), nM

>k(t). Define

N(r, ν) =

∫ r

1

n(t)

t2n−1
dt, 1 < r < ∞.

Similarly, we define N(r, νM ), N(r, νM
≤k), N(r, νM

>k) and denote them by NM (r, ν), NM
≤k(r, ν),

NM
>k(r, ν), respectively.

Let φ : Cn → C be a meromorphic function. Define

Nφ(r) = N(r, νφ), NM
φ (r) = NM (r, νφ), NM

φ,≤k(r) = NM
≤k(r, νφ), NM

φ,>k(r) = NM
>k(r, νφ).

For brevity we will omit the superscript M if M = ∞.

For a hyperplane, we define the proximity function of H by

mf,H(r) =

∫

S(r)

log
‖f‖‖H‖

|(f, H)|
σn −

∫

S(1)

log
‖f‖‖H‖

|(f, H)|
σn.

Now, take two distinct hyperplanes Hj (j = 1, 2) and consider a meromorphic function

F
H1,H2

f =
(f, H1)

(f, H2)
.

We have

Lemma 2.1 (see [3]) T (r, FH1,H2

f ) ≤ T (r, f) + O(1).

Lemma 2.2 (see [3]) Let f : Cn → PN (C) be a linearly non-degenerate meromorphic

mapping and H1, · · · , Hq be q hyperplanes in general position in PN(C). Then

‖(q − N − 1)T (r, f) ≤

q
∑

i=1

NN
(f,Hi)

(r) + S(r, f).

3 Proof of Theorem 1.3

For brevity we denote T (r, f) + T (r, g) and S(r, f) + S(r, g) by T (r) and S(r), respectively.

Assume f 6≡ g. For some 1 ≤ j ≤ q, there exists a c ∈ CN+1\{0} such that F
Hj ,c

f −F
Hj ,c
g 6≡ 0.

Since f = g on
q
⋃

i=1

f−1(Hi), we have F
Hj ,c

f − F
Hj ,c
g (z) = 0 on

q
⋃

i=1

f−1(Hi). Then by Lemma

2.1, we have

q
∑

i=1

N1
(f,Hi)

(r) ≤ N1

F
Hj,c

f
−F

Hj,c

g

(r) ≤ T (r, F
Hj,c

f − FHj ,c
g ) + O(1) ≤ T (r) + S(r). (3.1)

By Lemma 2.2, we have

(q − N − 1)T (r, f) ≤

q
∑

i=1

NN
(f,Hi)

(r) + S(r)

≤ N

q
∑

i=1

N1
(f,Hi)

(r) −

q
∑

i=1

N1
(f,Hi)≤N−1(r) + S(r), (3.2)

(q − N − 1)T (r, g) ≤

q
∑

i=1

NN
(g,Hi)

(r) + S(r)

≤ N

q
∑

i=1

N1
(g,Hi)

(r) −

q
∑

i=1

N1
(g,Hi)≤N−1(r) + S(r). (3.3)
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Noting lim inf
r→∞

q
∑

i=1

N1
(f,Hi)

(r)
( q

∑

i=1

N1
(g,Hj)(r)

)−1

≥ N
q−2N−1 , we derive

lim sup
r→∞

q
∑

i=1

N1
(g,Hi)

(r)
(

q
∑

i=1

N1
(f,Hj)

(r)
)−1

≤
q − 2N − 1

N
.

For any ε > 0, we have (for r large enough)

q
∑

i=1

N1
(g,Hi)

(r)
(

q
∑

i=1

N1
(f,Hj)

(r)
)−1

≤
q − 2N − 1

N
+ ε.

From (3.1)–(3.3), we derive

(q − N − 1)T (r)

≤N

q
∑

i=1

N1
(f,Hi)

(r) −

q
∑

i=1

N1
(f,Hi)≤N−1(r) + N

q
∑

i=1

N1
(g,Hi)

(r) −

q
∑

i=1

N1
(g,Hi)≤N−1(r) + S(r)

≤N
(

1 +
q − 2N − 1

N
+ ε

)

q
∑

i=1

N1
(f,Hi)

(r) −

q
∑

i=1

N1
(f,Hi)≤N−1(r) −

q
∑

i=1

N1
(g,Hi)≤N−1(r) + S(r)

≤N
(

1 +
q − 2N − 1

N
+ ε

)

T (r) −

q
∑

i=1

N1
(f,Hi)≤N−1(r) −

q
∑

i=1

N1
(g,Hi)≤N−1(r) + S(r). (3.4)

By (3.4), we get

q
∑

i=1

N1
(f,Hi)≤N−1(r) +

q
∑

i=1

N1
(g,Hi)≤N−1(r) ≤ NεT (r) + S(r), (3.5)

q
∑

i=1

N1
(f,Hi)

(r) ≥
q − N − 1

q − N − 1 + Nε
T (r) + S(r). (3.6)

We know that for each 1 ≤ i ≤ q, there exist 1 ≤ j 6= i ≤ q such that

Pi = F
Hi,Hj

f − F
Hi,Hj

f 6≡ 0. (3.7)

Put

ηi(z) =

{

1, if min{ν(f,Hi), ν(g,Hi)} ≥ N,

0, if min{ν(f,Hi), ν(g,Hi)} ≤ N − 1.

Then νPi
(z) ≥ Nηi(z)+

q
∑

l=1
l 6=i,j

ν1
(f,Hl)

(r) holds outside a finite union of analytic sets of dimension

≤ n − 2. Hence

NPi
(r) ≥ NN(r, ηi) +

q
∑

l=1
l 6=i,j

N1
(f,Hl)

(r). (3.8)

On the other hand, we have

ηi(z) ≥ ν1
(f,Hi)>N−1(z) − ν1

(g,Hi)≤N−1(z) = ν1
(f,Hi)

(z) − ν1
(f,Hi)≤N−1(z) − ν1

(g,Hi)≤N−1(z).

Hence

N(r, ηi) ≥ N1
(f,Hi)

(z) − N1
(f,Hi)≤N−1(z) − N1

(g,Hi)≤N−1(z). (3.9)
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From (3.7), we have

NPi
(r) ≤ T (r, Pi) + O(1) ≤ NP

−1

i
(r) + m(r, Pi) + O(1)

≤ NP
−1

i
(r) + T (r, f) − N(f,Hj)(r) + T (r, g)− N(g,Hj)(r) + S(r). (3.10)

Note

NP
−1

i
(r) ≤ max{N(f,Hj)(r), N(g,Hj )(r)}.

Thus

N(f,Hj)(r) + N(g,Hj)(r) − NP
−1

i
(r) ≥ N1

(f,Hj)
(r). (3.11)

Substituting (3.8), (3.9) and (3.11) into (3.10), we derive

‖(N−1)N1
(f,Hi)

(r)+

q
∑

l=1

N1
(f,Hl)

(r) ≤ T (r)+N(N1
(f,Hi)≤N−1(z)+N1

(g,Hi)≤N−1(z))+S(r). (3.12)

From (3.5), (3.6) and (3.12), we obtain

‖(N − 1)N1
(f,Hi)

(r) ≤
Nε

q − N − 1 + Nε
T (r) + N2εT (r) + S(r).

Thus

N1
(f,Hi)

(r) ≤ MiεT (r) + S(r), 1 ≤ i ≤ q, (3.13)

where Mi is a positive number.

Putting (3.13) into (3.6), we can derive that T (r) = S(r), which is a contradiction. Thus,

we complete the proof of Theorem 1.3.

We can prove Theorem 1.6 in a similar way. We omit it here.

4 Questions

There are several questions related to the above results.

Question 4.1 Is there any assertion similar to Theorem 1.3 and Theorem 1.6 for N = 1?

Question 4.2 Is there any assertion similar to Theorem 1.3 and Theorem 1.6 for q = 3N+1

and q = 2N(2N + 1), respectively?
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