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Abstract The authors study radial solutions to a model equation for the Navier-Stokes

equations. It is shown that the model equation has self-similar singular solution if 5 ≤ n ≤

9. It is also shown that the solution will blow up if the initial data is radial, large enough

and n ≥ 5.

Keywords Navier-Stokes equations, Self-similar singular solutions, Blow-up

2000 MR Subject Classification 35K55, 35B05, 76A02

1 Introduction

In this paper, we study singular solutions to the following system:

∂u

∂t
− ∆u + 2au∇u + (1 − a)∇|u|2 + (div u)u = 0, (1.1)

where a ∈ (0, 1), u(x, t) is a time-dependent vector field on R
n×(0, T ). (1.1) was first introduced

by Plecháč and Šverák [7] as a model equation for Navier-Stokes equation. In [7], they proposed

several conjectures and verified them by both formal calculations and numerical simulations.

In the present paper, we justify some of the conjectures in [7] and give a blow-up result.

Instead of working in the general case, we only consider the so-called radial vector field

solution

u(x, t) = −v(r, t)x, (1.2)

where r = |x| and v is a scalar function. A direct calculation gives

vt = vrr +
n+ 1

r
vr + 3rvvr + (n+ 2)v2, (1.3)

where subscripts denote corresponding partial derivatives.

Our primary interest is to study whether (1.3) admits a self-similar singular solution which

is of the form

v(r, t) =
1

2(T − t)
u
( r

√

2(T − t)

)

. (1.4)

Substituting (1.4) into (1.3) gives

u′′ +
n+ 1

r
u′ + 3ruu′ + (n+ 2)u2 − ru′ − 2u = 0. (1.5)
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Notice that (1.5) has two trivial solutions: u∞ = 2n−4
n−4 r

−2 and u = 2
n+2 . Here and in the

sequel, we denote 2
n+2 by β.

The appropriate initial condition is

u(0) = α, u′(0) = 0. (1.6)

The condition u′(0) = 0 is to ensure that the constructed singular solution to (1.1) is smooth

before blow-up time. Here and in the sequel, we denote by uα the solution to (1.5)–(1.6).

We also require u to have some decay at infinity:

u(r) ≈ r−2, r → ∞. (1.7)

Roughly speaking, (1.7) is the only reasonable decay we can expect. The reason will become

clear from the discussion later.

Now the question becomes how to study (1.5)–(1.7). Most of our methods are borrowed

from the literature for a semi-linear heat equation

ut − ∆u = |u|p−1u, p > 1. (1.8)

The reader may refer to [3–5] and the references therein for more information.

Our first result is on the existence of solution to (1.5)–(1.7).

Theorem 1.1 Assume 5 ≤ n ≤ 9. Define k(n) = inf{k ∈ N | k ≥ n+2
n−4}. Then (1.5)–(1.7)

has at least k(n) − 2 solutions.

Remark 1.1 The assumption 5 ≤ n ≤ 9 is necessary. In the case n ≤ 4, Plecháč and Šverák

[7] showed that (1.2) has global smooth solutions if the initial data is smooth and decay faster

than r−
n+2

3 (n ≤ 3) or r−2 ln r (n = 4). Therefore, we see that (1.5)–(1.7) has no non-trivial

solution if n ≤ 4. In the case n ≥ 10, people tend to believe that (1.5)–(1.7) has no solution

either. There are some numerical evidence in [7].

The proof of Theorem 1.1 consists of two steps. The first step is to show that (1.5)–(1.6)

has k(n)− 2 solutions on [0,∞) by a shooting argument. This essentially has been done in [7].

The next step is to show that such solutions satisfy (1.7) by using some typical ODE arguments

and PDE analysis. The precise statement is the following theorem.

Theorem 1.2 Assume that n > 4 and u ∈ C2[0,∞) is a nonconstant solution to (1.5).

Then u satisfies (1.7). Moreover, lim
r→∞

r2u(r) > 0.

Roughly speaking, the proof of Theorem 1.2 goes as follows. First we use some delicate

qualitative analysis to show that u has some decay at infinity

lim
r→∞

[|u(r)| + r|u′(r)|] = 0. (1.9)

Then we view u as the solution to

f ′′ +
(

− r +
n+ 1

r
+ 3ru

)

f ′ + [−2 + (n+ 2)u]f = 0, in (1,∞). (1.10)

Clearly, the general solution to (1.10) has the form c1f1 + c2f2. By using some weighted

spaces and (1.9), we can prove that f1 and f2 can be chosen so that f1 is unbounded and f2
has the decay like (1.7). Now (1.9) tells us that u satisfies (1.7). Finally some PDE analysis

implies lim
r→∞

r2u(r) > 0.
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Remark 1.2 From the first part of Theorem 1.2, we see that if the solution to (1.5) exists

globally, then it decays at least as fast as (1.7). At the same time, the second part implies that

the solution can not decay faster than (1.7). Therefore, (1.7) is the only reasonable decay we

can expect.

Remark 1.3 Theorem 1.2 also tells us that at the blow-up time, the constructed singular

solution to (1.1) equals c x

|x|2 , where c = lim
r→0

r2u(r).

Both Theorems 1.1 and 1.2 are conjectures in [7]. There is also one interesting conjecture

regarding the asymptotic behavior of uα when α → ∞. Here recall that uα is the solution

to (1.5) and (1.6). It will be used when we carry out shooting argument. Regarding this

conjecture, we get a slightly weaker statement, which is sufficient for our purpose.

Theorem 1.3 Assume n > 4. Then for any given M > 1 and 0 > λ > λ1 = 1
2

[

4 − n− 3 ·
2n−4
n−4 +

√

(

n− 4 + 3 · 2n−4
n−4

)2 − 4(2n− 4)
]

, there exists an α0 = α0(λ, n) such that ∀α > α0,

(1.5)–(1.6) has a solution uα on [0,M ], and

‖uα − u∞‖C2[ 1
M

,M ] ≤ Cα
λ
2 , C = C(λ, n,M). (1.11)

Here recall that u∞ = 2n−4
n−4 r

−2 is a solution to (1.5).

First we note that the complex number λ1 comes from a characteristic polynomial for a

second order ODE. The reader may refer to Section 2 for details.

We also get a blow-up result. We impose on (1.1) the following initial condition:

u(x, 0) = u0(x), x ∈ R
n. (1.12)

Theorem 1.4 Assume that n > 4, u0 is of the form u0(x) = −v0(|x|) · x, u0 ∈ L∞(Rn)

and u solves (1.1) and (1.12). Then there exists a constant C = C(n) such that if
∫

Rn

u0(x) · |x|3−n+ n−4

6 e−|x|dx ≥ C, (1.13)

then

‖u( · , t)‖L∞(Rn) ≥
c√
T − t

, t ∈ (0, T ) (1.14)

for some positive constants c and T , T ∈ (0, 1).

We prove this theorem by working with (1.3). First we choose an appropriate weight. Then

we derive a differential inequality which is satisfied by the weighted average of v, where v is

the solution to (1.3). Now by analyzing this differential inequality and some standard PDE

analysis, we get Theorem 1.4.

Remark 1.4 To some degree, Theorem 1.4 is optimal in the sense that (1.1) and (1.12) has

full regularity if n ≤ 4. See Remark 1.1 in the present paper or [7, Theorem 1.2] for details.

This paper is organized as follows. In Section 2, we prove Theorem 1.3. In Section 3, we

give the proof of Theorems 1.1 and 1.2. Finally, we prove Theorem 1.4 in Section 4.

2 Local Existence and Asymptotic Behavior

In this section we prove Theorem 1.3. The key is a change of variable, which reduces

Theorem 1.3 to a slightly unusual stability problem. We begin with the change of variables

t = ln(ε−
1
2 r), wε(t) = εe2tuα(ε

1
2 et), ε = α−1. (2.1)
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Then question (1.5) becomes

w′′
ε + (n− 4 + 3wε)w

′
ε + (n− 4)w2

ε − (2n− 4)wε − εe2tw′
ε = 0. (2.2)

The initial condition becomes

wε(t) → 0, w′
ε(t) → 0, as t→ −∞.

Notice that A0 = 2n−4
n−4 solves (2.2). The linearization operator about A0 is

Lεψ = ψ′′ + (n− 4 + 3A0)ψ
′ + (2n− 4)ψ − εe2tψ′.

The key estimate is Lemma 2.1, which is a refined version of stability theorem for linear

ODEs. Now the problem is reduced to showing that wε converges to A0, where wε is in some

weighted function spaces. We begin with the definition of such spaces.

For all f ∈ Ck[a, b], −∞ < a < b <∞, λ < 0, define

‖f‖Ck
λ
[a,b] = sup

t∈[a,b]

[

k
∑

i=0

|f (i)(t)e−λ(t−a)|
]

,

Ck
λ [a, b] = {f ∈ Ck[a, b], ‖f‖Ck

λ
[a,b] <∞}.

Lemma 2.1 Consider the following initial problem:
{

u′′ + (A+ d1(t))u
′ + (B + d2(t))u = f(t), in (a, b),

u(a) = u0, u
′(a) = u1,

(2.3)

where A,B ∈ (0,∞), A2 > 4B, and d1(t), d2(t) ∈ C0[a, b]. For all λ > −A+
√

A2−4B
2 , there

exists a c0 = c0(A,B, λ) such that if

|d1|L∞ + |d2|L∞ < c0, (2.4)

then for all f ∈ C0
λ[a, b], (2.3) has a unique solution u ∈ C2

λ[a, b] and u satisfies the inequality

‖u‖Ck
λ
[a,b] ≤ C0(‖f‖C0

λ
[a,b] + |u0| + |u1|), C0 = C0(A,B, λ). (2.5)

Proof The only nontrivial part is (2.5). It also suffices to show (2.5) in the special case of

u0 = u1 = 0, d1 = d2 = 0 and a = 0. The general case directly follows from u′′ + Au′ + Bu =

f(t) − d1(t)u
′ − d2(t)u.

Define λ1,2 = −A±
√

A2−4B
2 . Then 0 > λ1 > λ2. By the method of variational constants, we

know

u(t) =

∫ t

0

K(t− s)f(s)ds, K(t) =
eλ2t − eλ1t

λ2 − λ1
.

Hence ∀λ > λ1, we have

‖u‖C2
λ

= sup
t∈[a,b]

e−λt
[
∣

∣

∣

∫ t

0

K(t− s)f(s)ds
∣

∣

∣
+

∣

∣

∣

∫ t

0

K ′(t− s)f(s)ds
∣

∣

∣
+

∣

∣

∣

∫ t

0

K ′′(t− s)f(s)ds
∣

∣

∣

]

≤ sup
t∈[a,b]

C ·
[

e(λ1−λ)t

∫ t

0

e−λ1s · eλs · ‖f‖C0
λ
ds+ 1

]

= sup
t∈[a,b]

C
{ 1

λ− λ1
[1 − e(λ1−λ2)t] +

1

λ− λ2
[1 − eλ−λ2 ] + 1

}

· ‖f‖C0
λ

≤ C0 · ‖f‖C0
λ
.
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The lemma is proved.

We define λ1 = 1
2 [4 − n − 3A0 +

√

(n− 4 + 3A0)2 − 4(2n− 4) ], the larger root for the

characteristic polynomial for Lε. Note λ1 < 0. We also define

c1(λ, n) =
1

2
min{c0(λ, n− 4 + 3A0, 2n− 4), 1}, (2.6)

C1(λ, n) = 4C0(λ, n− 4 + 3A0, 2n− 4) + 4. (2.7)

Here c0 and C0 are the ones defined in Lemma 2.1. Next we give a lemma, which is a key

ingredient in the proof of Theorem 1.3. Roughly, it says that system (2.2) is exponentially

stable at the equilibriums A0, in certain region when ε is small enough.

Lemma 2.2 Impose for (2.2) the following initial condition:

wε(a) = A0 + p1, w′
ε(a) = p2 (2.8)

for some a ∈ (−∞, 1
2 ln c1

ε
). Then for all λ < λ1, |(p1, p2)| < c0

16 , there exists a unique smooth

solution wε to (2.2) and (2.8) in (a, 1
2 ln c1

ε
), and wε satisfies the following inequality:

‖wε −A0‖C2
λ
[a, 1

2
ln

c1
ε

] ≤ C1|p|, p = (p1, p2). (2.9)

Proof We will use Lemma 2.1 and Banach fixed point theorem to prove this lemma. Clearly

we can assume p 6= 0. We look for the solution of the form wε(t) = A0+ |p|ψ(t; p). The equation

for ψ is






Lεψ = −|p|[3ψψ′ + (n− 4)ψ2],

ψ(a) =
p1

|p| , ψ′(a) =
p2

|p| .
(2.10)

From Lemma 2.1, we know that there exists a solution operatorGε,p such that ∀f ∈C0
λ[a, 1

2 ln c1

ε
],







LεGε,pf = f,

(Gε,pf)(a) =
p1

|p| , (Gε,pf)′(a) =
p2

|p| .

Now (2.10) can be written as the following integral equation:

ψ = Tεψ, Tεψ , Gε,p{−p[3tψψ′ + (n− 4)ψ2]}.

Using (2.5), we see that Tε is from C0
λ[a, 1

2 ln c1

ε
] to itself under the assumption that λ < λ1 and

|p| < c0

16 . Therefore Lemma 2.2 follows from Banach fixed point theorem.

Before proving Theorem 1.3, we still need one technical claim and a small lemma. Here we

note that although a stronger statement holds, we choose only to state what we need for the

sake of convenience. First we give the claim, which describes what happens when ε equals zero.

Claim 2.1 w0(t) → A0, w
′
0(t) → 0, as t→ ∞.

Proof We note that the steady-state equation to (2.2) has two equilibria points in the

phase space. One is the saddle point (0, 0), and the other is the stable point (A0, 0). We obtain

the claim from the global property of the steady-state equation. For details, see [7].

Next we state the lemma. Roughly speaking, it means that wε converges to w0 pointwise.

Lemma 2.3 For t ∈ R, there holds

wε(t) → w0(t), w′
ε(t) → w′

0(t), as ε→ 0.
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Proof First, we do change of variables to (1.5). Let

ρ = ε−
1
2 r, ϕε(ρ) = εuε(ε

1
2 ρ), ε =

1

α
.

Then we have

ϕ′′
ε + 3ρϕεϕ

′
ε +

n+ 1

ρ
ϕ′

ε + (n+ 2)ϕ2
ε − ε(ρϕ′

ε + 2ϕε) = 0 (2.11)

and the initial condition

ϕε(0) = 1, ϕ′
ε(0) = 0. (2.12)

By the continuity of ODE solution with respect to parameters, for ρ ∈ R, we have

ϕε(ρ) → ϕ0(ρ), ϕ′
ε(ρ) → ϕ′

0(ρ), as ε→ 0.

We do change of variables again. Let

t = ln ρ, wε(t) = e2tϕε(e
t).

Then the conclusion follows.

Now we are able to prove Theorem 1.3.

Proof of Theorem 1.3 By Claim 2.1, for any λ (λ1 < λ < 0), we pick a fixed K > 1 such

that

(|w0(lnK) −A0| + |w′
0(lnK)|) < c1(λ, n)

40C1(λ, n)
.

Here c1 and C1 are the ones defined in (2.6) and (2.7). By Lemma 2.3, there exists an ε1 such

that K < ( c1

ε1
)

1
3 . For any ε ∈ (−ε1, ε1), equations (2.11)–(2.12) have a unique solution ϕε such

that

‖ϕε − ϕ0‖C2[0,K] ≤
1

2
min

{

inf
ρ∈[0,K]

ϕ0(ρ),
c1

40K3C1

}

.

This implies ϕε(ρ) > 0 on ρ ∈ [0,K], and (|wε(K) −A0| + |w′
ε(K)|) ≤ c1

20C1
.

Now we can use Lemma 2.2 to extend our solution wε from (−∞, lnK) to (−∞, 1
2 ln c1

ε
).

Moreover, wε satisfies

‖wε −A0‖C2
λ
[lnK, 1

2
ln

c1
ε

] ≤ c1.

Going back to (u, r) coordinate, we get

|uα(
√
c1 ) − u∞(

√
c1 )| + |u′α(

√
c1 ) − u′∞(

√
c1 )| ≤ C · αλ

2 , C = C(λ, n). (2.13)

By Gronwall’s inequity, we get our expected conclusion.

3 Self-similar Singular Solutions

In this section, we study the solutions to equation (1.5). We first show Theorem 1.2. The

proof mainly consists of three steps. The first step is to show that the solution has some decay

at infinity. Then we prove that the solution u decays at the optimum rate. Finally we derive a

lower bound on the decay rate of u.

We start with the first step, which is to show the following lemma.

Lemma 3.1 Suppose that n > 4 and u ∈ C2[a,∞) is a nonconstant solution to (1.5). Then

we have lim[|u(r)| + r|u′(r)|] = 0.
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Before presenting the detailed proof, first let us see why we could expect such a result. We

rewrite equation (1.5) as

u′′ + νu′ = − d

du
V (u) (3.1)

with ν(r) = r+1
n

+ 3ru(r) − r and V (u) = n+2
3 u3 − u2. Now we view the variable r as time

and the solution u as the position of a particle with unit mass which moves along a vertical

line. Assume that there was no gravitational force. Then (3.1) implies that the motion of our

particle is determined by the friction coefficient ν and the potential V . We will explain why

Lemma 3.1 is possible by describing the long time behavior of the motion. Notice that V has

one local maximum 0 and one local minimum β. Here recall that β = 2
n+2 is a constant solution

to (1.5).

We will assume that after a long period of time, the particle will be above β and move

downward, and the other cases can be explained in a similar way. We describe the motion of our

particle. Because the particle is above β and moves downward, the force induced by potential

will keep the particle moving downward which never returns before reaching β. Notice that

the friction coefficient ν is negative when the particle is near β. This means that the friction

force points the same direction as the particle moves. These two forces will push the particle to

pass β. After the particle passes β, the force induced by potential becomes pointing upward.

However, at the same time the friction is negative and large. Therefore, one may think that the

friction force will beat the force induced by potential and push the particle moving downward

without returning. The particle also will not reach the origin, otherwise both the force induced

by the potential and the friction force point downward. Therefore, these two forces together will

push the particle to reach infinity in finite time, which contradicts the assumptions in Lemma

3.1.

In summary, we can expect that the particle moves toward the origin and goes to infinity.

This also implies that the friction force also goes to zero as the particle approaches the origin,

otherwise the friction force will push the particle across origin, which leads to a contradiction.

Going back to mathematics, we see that the statement above is exactly what Lemma 3.1 says.

Finally, we emphasize that it is very useful to think about u in terms of the motion of the

particle. Next we give details of the proof. We first state two claims. We will use them to

control the monotonicity of u.

Claim 3.1 Suppose that u is a nonconstant solution to (1.5) and r0 is a local minimum of

u. Then 0 < u(r0) < β.

Proof Because r0 is a local minimum, we have u(r0) = 0, u′(r0) = 0 and u′′(r0) > 0. Going

back to (1.5), we get (n+ 2)u2(r0) − 2u(r0) < 0. This proves our claim.

The similar argument give the following claim.

Claim 3.2 Suppose that u is a nonconstant solution to (1.5) and r0 is a local maxima of

u. Then u(r0) > β or u(r0) < 0.

Next we give a claim, which basically says that once u becomes negative, it will blow up.

The important consequence is that if u exists all the time, then u must be a positive solution.

We prove this claim by deriving a first order differential inequality from (1.5). First notice that

u is decreasing, otherwise there will exist a negative local minimum, which contradicts Claim

3.1.

Claim 3.3 Assume that r0 > 100n, u(r0) ≤ 0, u′(r0) < 0 and u solves (1.5). Then u blows

up at finite time.
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Proof We have u′(r) < 0, ∀ r ≥ r0. Therefore u(r) < 0, ∀ r ≥ r0. Now (1.5) and the

assumption r0 > 100n give that [u′′ + (n + 2)u2] = −n+1
r
u′ − 3ruur + ru′ + 2u ≤ 0, ∀ r ≥ r0.

Let V (r) = −u(r). Then we have V ′′ ≥ (n + 2)V 2. Multiplying this inequality by V ′ and

integrating from r0 to r, we have

V ′(r) ≥
√

2(n+ 2)

3
[V 3(r) − V 3(r0)] + [V ′(r0)]2 , f(V (r)).

Because
∫ ∞

r0

1
f(V )dV < +∞, we know that V blows up at finite time. So is u. The claim is

proved.

Next we give a lemma. In the language of particle’s motion, it basically says that once the

particle is below β, it will remain below all the time. This is mainly because the friction ν is

negative and large.

Lemma 3.2 Suppose that n > 4, u solves equation (1.5), u(r0) = β and u′(r0) < 0 for

some r0 > 100n. Then u(r) < β for all r > r0.

Proof We prove this lemma by contradiction argument. The proof roughly goes as follows.

After assuming the contrary, we can get an interval on which there are some estimates on u and

u′. Then we derive contradiction based on these estimates and some contradiction arguments.

Suppose that there exists an r1 such that u(r1) = β, u′(r1) > 0 and u(r) < β for any

r ∈ (r0, r1). Continuity implies that there exists an r2 such that u(r2) = min
r∈[r0,r1]

u(r). From

Claim 3.1, we see u(r2) > 0, i.e.,

0 < u(r) ≤ β, r ∈ [r0, r1]. (3.2)

Next we derive a bound on u′. (1.5) implies u′′(r0) < 0. Therefore, there exists an r3 such

that r3 ∈ (r0, r1) and u′(r3) = min
r∈[r0,r1]

u′(r). So u′′(r3) = 0. Hence (1.5) and (3.2) give that

u′(r3) > − 1
n
, i.e.,

u′(r) > − 1

n
, r ∈ [r0, r1]. (3.3)

Set Φ = β − u. The equation for Φ is

Φ′′ +
(n+ 1

r
+ 3u− r

)

Φ′ + (n+ 2)uΦ = 0.

Now let Ψ = exp{
∫ r

r0

1
2 (n+1

r
+ 3u− r)dr}Φ. Then Ψ satisfies

Ψ′′ + V1Ψ = 0, Ψ(r0) = 0, Ψ′(r0) = −u′(r0), (3.4)

where

V1 = (n+ 2)u− 1

4

(n+ 1

r
+ 3u− r

)2

− 1

2

(

− n+ 1

r2
+ 3u′ − 1

)

.

From (3.2) and (3.3), we see that V1 < 0 on [r0, r1]. Therefore, (3.4) implies Ψ > 0 on (r0, r1].

As a result, u(r1) < β, a contradiction. This lemma is proved.

Before the two most important lemmas, we still need the following two technical claims.

Claim 3.4 Suppose that f(x) is a continuous differentiable function on [a,∞) and satisfies

the following condition:

(C) If x0 is a local extremum of f , then |f(x0)| ≤M .

Moreover, assume sup
b

∫ b

a
f(x)dx <∞. Then

‖f(x)‖L∞[a,∞) ≤ max{|f(a)|,M}.
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Proof Assume the contrary, then there exists an x1 such that

|f(x1)| > max{|f(a)|,M}.

Without loss of generality, we can assume f(x1) > 0. Then condition (C) implies f(x) ≥ f(x1),

∀x ≥ x1, which contradicts the assumption that
∫ ∞

a
f(x)dx is finite. The claim is proved.

Claim 3.5 Suppose that u ∈ C2 is a nonconstant solution to (1.5). Then any local ex-

tremum to u or u′ must be nonzero.

Proof It directly follows from the uniqueness of solutions to the ODEs.

Now we are able to prove Lemma 3.1.

Proof of Lemma 3.1 The proof consists of three steps. First we show that u has a limit

at infinity. Then we prove that this limit is finite. Finally we show that u(r) and ru(r) go to

zero as r approaches infinity.

Step 1 u(r) monotonically converges to some β1 ∈ [0,∞] as r → ∞.

Claim 3.3 implies that u is a positive solution. Lemma 3.2 and the fact that u is not a

constant tell us that there are only two possibilities. One is u > β on (r1,+∞) for some large

r1. The other is u < β on (r2,+∞) for some large r2. We first deal with the former case. Claim

3.1 implies that u has no local minimum in r1f .

Therefore u has at most one local maxima in (r1,+∞). Hence u has neither local minima

nor maxima near infinity. This implies Step 1.

The latter can be analyzed in the similar way with the use of Claim 3.2. Step 1 is proved.

Step 2 β1 <∞.

From the point of view of the motion of the particle, this step is more or less obvious

because both the friction force and the force induced by potential will push down the particle

if its location is high enough. Next we prove this step by contradiction argument. Assume

the contrary. Then there is an r3 such that u(r) ≥ 1 and u′(r) ≥ 0, ∀ r ≥ r3. Going back

to (1.5), we get u′′(r) ≤ 2u(r) − (n + 2)u2(r) ≤ −n, ∀ r ≥ r3. Let a = u′(r3). We have

u′(r3 + 1 + a) = u′(r3) +
∫ r3+1+a

r3
u′′(r)dr ≤ −n, which is a contradiction. Hence β1 <∞. Step

2 is proved.

Step 3 lim
r→∞

[|u(r)| + r|u′(r)|] = 0.

The proof roughly goes as follows. First we use Claim 3.4 to show u and u′ converge to zero

at infinity. Going back to (1.5), we get ru′(r) converges as r approaches infinity. Because u is

bounded, ru′(r) must converge to zero as r goes to infinity. Then we can use (1.5) to show that

u also converges to zero at infinity.

First we derive some controls on the behavior of u′ and u′′ at infinity. Define E1 = {r0 |
r0 is a local extremum of u′}. There are two possibilities:

(1) ∃M such that ∀ r0 ∈ E1, r0 ≤M ;

(2) ∀M <∞, ∃ r0 ∈ E1 such that r0 > M .

In Case (1), u′(r) monotonically converges to some β2 as r → ∞. Because lim
r→∞

u(r) < ∞,

we have β2 = 0. In Case (2), there exists a sequence of {rk} ⊂ E1 such that lim
k→∞

rk = ∞.

From (1.5) we know |u′(rk)| ≤ C
rk

, C = C(u, n). By applying Claim 3.4 to u′ on [rk,∞), we

get lim
r→∞

u′(r) = 0. Similarly, we have lim
r→∞

u′′(r) = 0. From Step 1, we know that lim
r→∞

[(n +

2)u2 − 2u] exists. From (1.5) and controls on u, u′ and u′′, we know that lim
r→∞

[r(3u − 1)u′(r)]

also exists. We denote this limit by β3. Next we show β3 = 0. Assume the contrary. Then
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|u′(r)| ≥ c
r

for some c > 0 and all large r. This contradicts the boundary of u. So β3 = 0.

Consequently, we have lim
r→∞

[(n+2)u2−2u] = 0, which means lim
r→∞

u(r) = 0 or β. This property

and the fact β3 = 0 imply that ru′(r) equals zero at infinity.

Next we rule out the case lim
r→∞

u(r) = β. There are three possibilities:

(1) u′(r) ≥ 0, u(r) < β, r ∈ [r6,∞), for some r6 > 0;

(2) u′(r) ≤ 0, u(r) > β, r ∈ [r7,∞), for some r7 > 0;

(3) u(r) ≡ β, r ∈ [r8,∞), for some r8 > 0.

Case (3) is impossible because u is not a constant. The point of view of the motion of the

particle implies that Case (1) is also impossible, because in this case both the friction force and

the force induced by potential will push the particle to move upward. Next we use contradiction

argument to rule out Case (1) rigorously. Assume that Case (1) holds true. Then (1.5) yields

u′′(r) ≥ 0, after r6. This means u′(r) ≥ u′(r6) > 0. Clearly this lower bound on u′ implies that

u will become larger than β for sufficiently large r, a contradiction. So Case (1) is impossible.

Case (2) can be ruled out in a similar way. Hence we have that u converges to zero at infinity.

Case (3) can be easily ruled out. Next we deal with case (1). Notice that there is an

r9 ∈ [r6,∞) such that r9 >
100n2

n−4 and u′′(r9) < 0, otherwise lim inf
r→∞

u′(r) > 0, a contradiction.

But then we have

u′′(r9) +
[n+ 1

r9
+ 3r9u(r9) − r9

]

u′(r9) + (n+ 2)u2(r9) − 2u(r9) < 0,

which contradicts (1.5). Therefore Case (1) cannot happen. Case (2) can be ruled out in a

similar way. The only new thing is that one may need a much larger ra to make n+1
r9

+3r9u(r9)−
r9 < 0. Hence we have lim

r→∞
u(r) = 0. Going back to (1.5), we get

lim
r→∞

[3ru(r) − r]u′(r) = 0.

Now we need the following little claim, whose proof is pretty standard and is omitted.

In summary, we have

lim
r→∞

[|ru′(r)| + |u(r)|] = 0. (3.5)

Thus Lemma 3.1 is proven.

Next we prove the decay of u at infinity. First we introduce some function spaces, which

quantitatively describe how u decays at infinity. Define

Xµ,r0
=

{

f ∈ C0[r0,∞)
∣

∣

∣
sup

r∈[r0,∞)

|rµf(r)| <∞
}

,

‖f‖Xµ,r0
= sup

r∈[r0,∞)

|rµf(r)|,

Yµ,r0
= {f ∈ C2[r0,∞) | f, f ′′ ∈ Xµ,r0

, f ′ ∈ X1+µ,r0
},

‖f‖Yµ,r0
= ‖f‖Xµ,r0

+ ‖f ′‖X1+µ,r0
+ ‖f ′′‖Xµ,r0

.

The equation under consideration is

u′′ +
3

r
u′ − (ru′ + 2u) + d1u

′ + d2u = f. (3.6)

Notice that (1.5) can be written as the form above. That is why we consider (3.6). In general,

(3.6) will only have one parameter family of solutions which decays at infinity. All the rest
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solutions grow pretty fast at infinity. To pick up the right solution, we impose on (3.6) the

following initial condition

u(r0) = u0. (3.7)

The following lemma is the precise description of the picture above.

Lemma 3.3 For all µ ∈ (0, 2), r0 ∈ (1,∞), there exists a constant c2 = c2(µ) > 0 such

that if ‖d1‖C0 + ‖d2‖C0 ≤ c2, then ∀ f ∈ Xµ,r0
, (3.6)–(3.7) has a solution u in Yµ,r0

and u is

unique in the class of bounded solutions: {f ∈ C2[r0,∞) | ‖f‖ <∞}.

Proof We first deal with the existence. The procedure is standard. First we build up

a priori estimates. Then we rewrite the equation as an integral equation and apply Banach

fixed point theorem to get the existence result. It suffices to consider the case u0 = 0. The

procedure is standard: find the representation formula, get the a priori estimates and apply

Banach fixed point theorem. If d1 = d2 = 0, then change of variables v = r2u of variation

implies the following explicit solution to (3.6)–(3.7):

Sf(r) =
−1

r2

∫ r

r0

[

re
r2

2

∫ ∞

r

se−
s2

2 f(s)ds
]

dr.

∀f ∈ Xµ,r0
, we have

|rµSf(r)| =
∣

∣

∣
rµ−2

∫ r

r0

2
[

re
r2

2

∫ ∞

r

e−
s2

2 f(s)d
(1

2
s2

)]

dr
∣

∣

∣

≤ rµ−2

∫ r

r0

r1−µdr · ‖f‖Xµ,r0

≤ 2

2 − µ
‖f‖Xµ,r0

.

In a similar way, we obtain

‖Sf‖Yµ,r0
≤ C2‖f‖Xµ,r0

, C2 = C2(µ).

(3.6)–(3.7) can be written as the following integral equation

u = Tu , S(f − d1u
′ − d2u).

Taking c2 = 1
2C2+1 , we see that T is a contraction from the set {u : ‖u‖YN ,r0

≤ 4M} to

itself, where M = ‖Sf‖YN ,r0
. Therefore the existence follows from Banach fixed point theorem.

Next we consider the uniqueness. It is equivalent to showing that except for the solutions

we construct in the existence part, all the other solutions to the homogeneous equation go to

infinity at infinity. We only need to show that (3.6) has an unbounded solution on [r0,∞)

when f = 0. Because (3.6) is linear and r0 > 0, we know that (3.6) has a solution V such that

V (10 + r0) = 1 and V ′(10 + r0) = 1. From (3.6) and the bound on d1 and d2, we see that

V (r) > (r − 10 − r0)
2, ∀ r > 10 + r0. The lemma is proved.

Remark 3.1 From the proof, we see that if f ∈ X2+δ,r0
, δ > 0, then the solution u ∈ Y2,r0

.

Proof of Theorem 1.2 From Lemma 3.2, Lemma 3.3 and Remark 3.1, we know that u

satisfies (1.7). This means that the singular solution v constructed from u by (1.4) is bounded in

the region [δ,∞)× [0, T ], δ > 0. Standard bootstrap argument implies that v is smooth in this

region. Therefore lim
s→∞

s2u(s) exists. Now it remains to prove that this limit is nonzero. Assume

the contrary. Then we know v = 0 on [δ,∞) × {T }. But this means v = 0 in [δ,∞) × [0, T ] by
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backward uniqueness for (1.2) (see [2, Theorem 1.1]), a contradiction. Therefore, lim
s→∞

s2u(s) >

0. The theorem is proved.

Next we prove Theorem 1.1.

For α > 0, α 6= β, we define an index:

i(α) = #{r ∈ (0,∞) | uα(r) = β, uα > 0 on [0, r)}.

After defining the index above, we explain how to use shooting argument to get the global

solution to (1.5). In short, the change of index gives solution. Below are the details. Suppose

that the index changes at some initial data α0. The key observation is that u′ is not nonzero

at the intersection points between uα and β. This property, implicit function theorem and the

change of index at α0 imply the following scenario for the intersection points between uα and

β. As α approaches α0, some of these points will converge to the intersection points between

uα0
and β and the rest will go to infinity. This property will enable us to show that uα0

is a

global solution to (1.5).

The following lemma is the key step in employing shooting argument.

Lemma 3.4 Assume n > 4. Then there exists δ(n) > 0 such that if |α − β| < δ(n), then

i(α) ≥ k(n). Here k(n) is the one defined in Theorem 1.1.

Proof Set Vε =
uβ+ε−β

ε
. Then Vε satisfies







V ′′
ε +

[n+ 1

r
− n− 4

n+ 2
r
]

V ′
ε + 2Vε + ε[3rVεV

′
ε + (n+ 2)V 2

ε ] = 0,

Vε(0) = 1, V ′
ε (0) = 0.

(3.8)

Define V0 = lim
ε→0

Vε. Then from [7] we know that V0 has k(n) zeros in (0,∞). Take a large

K such that all zeros belong to (0,K). Now implicit function theorem and well-posedness for

(3.8) imply that there exists a δ1 = δ1(n) > 0 such that if |ε| ≤ δ1(n), then Vε has k(n) zeros in

(0,K) and ‖Vε‖L∞[0,K] ≤ C, C = C(n). Going back to uα, we see that this lemma is proved.

Now we still need a technical lemma, which may be viewed as the a priori estimate for uα.

Lemma 3.5 Suppose uα ∈ C2[0,M ], α ≤ K and uα > 0 on [0,M ]. Then

‖uα‖C3[0,K] ≤ C, C = C(K,M,n).

Proof Multiplying (1.5) by u′α and integrating from 0 to r gives ‖uα‖C1[0,K] ≤ C. Now

Lemma 3.5 comes directly from the standard bootstrap argument.

Lemma 3.6 If α is large enough, then the index i(α) ≤ 3.

Proof Pick a sufficiently large number M , say, 200n. Lemma 3.2 implies that uα intersects

β at most twice after M . Using Theorem 1.3, we get that uα intersects β exactly once on

[ 1
M
,M ] and u( 1

M
) > M if α is large enough. Now it remains to prove uα > β on [0, 1

M
].

The situation is similar to the second part in the proof of Lemma 3.1, but a little more

complicated. We prove it by contradiction argument. Assume the contrary. Then there exist

two points r1 and r2 such that u(r1) = u(r2) = β, u ≤ β on [r1, r2] and u ≥ β on [r2,
1
M

]. Now

Claim 3.1 implies that u > 0 on [r1, r2]. The bound on u also yields u′(r1) ≤ 0 and u′(r2) ≥ 0.

Using (1.5), we get u′′(r2) ≤ 0. Therefore the absolute maximum of u′ on [r1, r2] must be

achieved at one local maximum of u′, say, r3. Using (1.5) and the bound u on [r1, r2], we get

u′(r3) <
1
M

. Therefore u′(r2) ≤ u′(r3) <
1
M

. Now notice that Claim 3.1 implies that u has
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at most one local maximum on [r2,
1
M

]. Let r4 be the local maximum if it exists or be 1
M

if

it does not exist. Then we know that u(r4) ≥ u( 1
M

) ≥ M and there is no local maximum in

(r2, r4). Hence u′ ≥ 0 on [r2, r4]. Going back to (1.5), we see u′′ ≤ 0 on [r2, r4]. This yields

u′(r) ≤ u′(r2) ≤ 1
M

for r ∈ [r2, r4]. This means u(r4) < 1, a contradiction. Therefore u > β on

[0, 1
M

]. This lemma is proved.

With these three lemmas in hand, we are able to employ shooting argument to prove The-

orem 1.1. The idea is that the jump of index gives solution. We present the details below.

Proof of Theorem 1.1 First we shoot from above. ∀ 3 < j ≤ k(n), we define

αj = sup{α | i(α) ≥ j}. (3.9)

From Theorem 1.3 and Lemma 3.1, we know i(α) ≤ 3 for sufficiently large α. Therefore αj <∞.

Next we prove that uαj
solves (1.5)–(1.7). From (3.9) and well-posedness for (1.5)–(1.6), we

know i(αj) ≤ j − 1. Now Lemma 3.5 implies that there exist two sequences {αj,n} and {rn}
such that uαj,n

(rn) = β, αj,n → αj and rn → ∞, otherwise i(αj) ≥ j, a contradiction. From

Lemma 3.5 and the uniqueness for (1.5)–(1.6), we know that uαj
is defined globally in [0,∞),

i.e., uαj
∈ C2[0,∞). Now using Theorem 1.2, we obtain that uαj

solves (1.5)–(1.7).

Now we introduce the standard ceiling function

cl(x) = inf{k ∈ Z | x ≤ k}.

From Lemma 3.1, we know that the index i(α) at most jumps by 2. Hence there are at least

cl(k(n)−3
2 ) different αj ’s. In other words, there are at least cl(k(n)−3

2 ) solutions to (1.5)–(1.7)

with α > β.

Similarly, by shooting form below, we see that (1.5)–(1.7) admits cl(k(n)−2
2 ) solutions. Notice

cl(k(n)−3
2 ) + cl(k(n)−2

2 ) = k(n) − 2. The theorem is proved.

4 Blow-Up

In this section, we will prove Theorem 1.4. The idea is to look at (1.3) as the perturbation

of the following equation

ut = (n+ 2)u2.

To fulfill this idea, we use the so-called function. Roughly speaking, first we choose an appro-

priate weight. Then the weighted average of v satisfies a differential inequality, which implies

Theorem 1.4. We give the details below.

Proof of Theorem 1.4 Assume the contrary. Then this assumption and standard argu-

ment in PDEs imply that u ∈ C∞(Rn × R+) ∩C(Rn × R+). It is also straightforward to show

that u is of the form (1.2), i.e.,

u(x, t) = −v(r, t)x, r = |x|,

where v ∈ C∞(R+ × R+) ∩ C(R+ × R+).

For all n > 4, define δ = n−4
6 and a measure µ on R+:

dµ = cnr
3+δe−rdr, (4.1)

where cn is chosen such that
∫

R+ dµ = 1. We also define

Jv(t) =

∫

R+

v(r, t)dµ. (4.2)
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Next we calculate the differential inequality for Jv(t). During the calculation, we will move

all the spatial derivatives to the weight r3+δe−r.

Then we have

dJv(t)

dt
= cn

∫

R+

vt(r, t)r
3+δe−rdr

= cn

∫

R+

[

vrr +
n+ 1

r
vr + 3rvvr + (n+ 2)v2

]

· r3+δe−rdr

=

∫

R+

[

v + (n− 5 − 2δ) · r−1 · v + (2 − n− δ)(2 + δ)r−2v

+
(

n− 4 − 3

2
δ
)

v2 +
(

6 +
3

2
δ
)

· rv2
]

dµ

≥ n− 4

2

∫

R+

v2dµ− C

≥ n− 4

2
J2

v (t) − C. (4.3)

Now Theorem 1.4 follows from the differential inequality above in a standard way.
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