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Abstract In this paper, the dimension of invariant subspaces admitted by nonlinear sys-

tems is estimated under certain conditions. It is shown that if the two-component nonlinear

vector differential operator F = (F 1, F 2) with orders {k1, k2} (k1 ≥ k2) preserves the in-

variant subspace W 1
n1 ×W 2

n2 (n1 ≥ n2), then n1 − n2 ≤ k2, n1 ≤ 2(k1 + k2) + 1, where

W q
nq

is the space generated by solutions of a linear ordinary differential equation of order

nq (q = 1, 2). Several examples including the (1+1)-dimensional diffusion system and Itô’s

type, Drinfel’d-Sokolov-Wilson’s type and Whitham-Broer-Kaup’s type equations are pre-

sented to illustrate the result. Furthermore, the estimate of dimension for m-component

nonlinear systems is also given.
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1 Introduction

Symmetry related methods are powerful in the study of nonlinear partial differential equa-

tions (PDEs) (see [1–2]). Group-invariant solutions stemming from symmetries play important

roles in the study of their asymptotical behavior, blow up and geometric properties etc. These

solutions can also be used to justify the numerical scheme of solving PDEs. The invariant sub-

space method (see [3]) was found to be very effective in seeking for exact solutions of nonlinear

PDEs. Indeed, various invariant subspaces to a number of nonlinear evolution equations have

been obtained (see [3–6] and references therein). Recently, Galaktionov and Svirshchevskii [3]

provided a systematic approach to invariant subspaces of nonlinear evolution equations, and

they obtained many interesting exact solutions of nonlinear evolution equations in mechanics

and physics.
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Let us give a brief account of the invariant subspace method. Consider the (1 + 1)-

dimensional nonlinear evolution equation

ut = F (x, u, ux, · · · , ukx), (1.1)

where F (x, u, ux, · · · , ukx) is a given sufficiently smooth function of its arguments and

ujx =
∂ju

∂uj
, j = 1, · · · , k.

Let

{fj(x) | j = 1, 2, · · · , n}

be a finite set of linearly independent functions and Wn denote their linear span

Wn = L{f1(x), f2(x), · · · , fn(x)}.

The subspace Wn is said to be invariant under the given operator F , namely, F is said to

preserve Wn if F (Wn) ⊆ Wn, which means

F
[ n∑

j=1

Cjfj(x)
]

=
n∑

j=1

Ψj(C1, C2, · · · , Cn)fj(x)

for any (C1, C2, · · · , Cn) ∈ Rn. It follows that if the linear subspace Wn is invariant with respect

to F , then (1.1) has an exact solution of the form

u(x, t) =
n∑

j=1

Cj(t)fj(x),

where the coefficients {Cj(t) | j = 1, 2, · · · , n} satisfy the n-dimensional dynamical system

dCj(t)
dt

= Ψ (C1(t), C2(t), · · · , Cn(t)) , j = 1, 2, · · · , n.

Assume that the invariant subspace Wn is defined as the space of solutions to a linear nth-order

ordinary differential equation (ODE)

L[y] ≡ y(n) + an−1(x)y(n−1) + · · ·+ a1(x)y′ + a0(x)y = 0.

Then the invariant condition with respect to F takes the form

L [F [u]] |[H] = 0,

where [H] denotes the equation L[u] = 0 and its differential consequences with respect to x.

It turns out that the invariant subspace method is related to the Lie-Bäcklund symmetry and

the conditional Lie-Bäcklund symmetry. Some other related approaches were given in [7–11].

By using the invariant subspace method, many different types of exact solutions to nonlinear



Maximal Dimension of Invariant Subspaces to Systems of Nonlinear Evolution Equations 163

PDEs can be obtained. For instance in [5], Galaktionov utilized the invariant subspace method

to obtain exact solutions to nonlinear evolution equations with quadratic nonlinearities. He

showed that exact solutions to the quasi-linear heat equations

ut = (u−
4
3 ux)x − au−

1
3 + bu

7
3 + cu ≡ F 1[u], u > 0, a, b, c ∈ R

can be constructed in the linear subspaces of polynomial or trigonometric form, which are

admitted by the spatial operator F 1[u]. Interestingly, the N -soliton solutions to integrable

equations such as the KdV equation, mKdV equation, nonlinear Schrödinger equation and sine-

Gordon equation derived by the Hirota’s bilinear method (see [12]) belong to a linear subspace

of exponential functions in the sense of change of variables (see [3]). The linear superposition

principle for constructing N -solitons of Hirota bilinear equations is related to the invariant

subspace method (see [13–14]).

The invariant subspace method was also utilized to construct exact solutions to nonlinear

systems. In [15], the authors performed a classification to the systems of nonlinear parabolic

equations

ut = [f(u, v)ux + p(u, v)vx]x + r(u, v),

vt = [g(u, v)ux + q(u, v)vx]x + s(u, v)

based on the invariant subspaces defined by linear ODEs. Furthermore, in [16], the nonlinear

systems of the form

Ut = F[U] ≡ (
F 1[U], F 2[U], · · · , Fm[U]

)
(1.2)

are considered, where

U = (u1, · · · , um) ∈ Rm

and

F q[U] = F q
(
x, u1, · · · , um, · · · , u1

k, · · · , um
k

)
(1.3)

are given sufficiently smooth functions. Throughout the paper, we use the notations

uq
0 = uq(x, t), uq

j =
∂juq(x, t)

∂xj
, q = 1, · · · ,m, j = 1, 2, · · · .

Let W denote a new linear subspace

W 1
n1
× · · · ×Wm

nm
,

where

W q
nq

= L{fq
1 (x), · · · , fq

nq
(x)} ≡

{ nq∑

j=1

Cq
j fq

j (x)
}

, q = 1, · · · ,m
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and

f j
1 (x), · · · , f j

nj
(x)

are linearly independent. If the above vector operator F fulfills the condition

F : W 1
n1
× · · · ×Wm

nm
→ W 1

n1
× · · · ×Wm

nm
,

that is,

F q : W 1
n1
× · · · ×Wm

nm
→ W q

nq
, q = 1, · · · ,m

satisfies

F q
[ n1∑

j=n1

C1
j f1

j (x), · · · ,

nm∑

j=nm

Cm
j fm

j (x)
]

=
nq∑

j=1

Ψq
j(C

1
1 , · · · , C1

n1
, · · · , Cm

1 , · · · , Cm
nm

)fq
j (x),

then the vector operator F is said to admit the invariant subspaces W, or W is said to be

invariant under the given operator F.

If the subspace W is admitted by the vector operator F[U], then (1.2) possesses the exact

solution of the form

uq =
nq∑

j=1

Cq
j (t)fq

j (x), q = 1, · · · ,m

with Cq
j (t) satisfying the following system of ODEs:

dCq
j (t)
dt

= Ψq
j(C

1
1 (t), · · · , C1

n1
(t), · · ·Cm

1 (t), · · · , Cm
nm

(t)), j = 1, · · · , nq, q = 1, · · · ,m.

Assume that

W q
nq

= L{fq
1 (x), · · · , fq

nq
(x)}

is generated by solutions to the linear nqth-order ODE

Lq[yq] = y(nq)
q + aq

nq−1(x)y(nq−1)
q + · · ·+ aq

1(x)y′q + aq
0(x)yq = 0, q = 1, · · · ,m. (1.4)

It follows that the invariant condition for the subspace W with respect to F is

Lq[F q[U]]|[H1]
⋂···⋂[Hm] = 0, q = 1, · · · ,m, (1.5)

where we denote by [Hq] the equation Lq[uq] = 0 and its differential consequences with respect

to x.

The estimate of dimension for invariant subspaces of nonlinear systems plays an important

role in the approach. Once the maximal dimension of invariant subspaces is determined, we are
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able to provide a complete classification to the equation and obtain the corresponding exact

solutions to the equations under consideration. The problem of maximal dimension of invariant

subspaces was firstly posed and solved for the scalar case in [3]. For the scalar case, the maximal

dimension of invariant subspaces is not greater than 2k+1, where k is the order of the operator

F in (1.1). For the m-component nonlinear system (1.2) with (1.3) under certain conditions

(see [16]), the dimension of invariant subspace

W = W 1
n1
× · · · ×Wm

nm
, n1 ≤ n2 ≤ · · · ≤ nm

satisfies

ni+1 − ni ≤ k, i = 1, · · · ,m− 1, nm ≤ 2mk + 1.

Now a question arises: What is the maximal dimension of the invariant subspaces corresponding

to the following more generalized vector operator F[U]:

F q[U] = F q(x, u1, · · · , um, · · · , u1
kq

, · · · , um
kq

), q = 1, · · · ,m? (1.6)

In this paper, we estimate the dimension of invariant subspaces admitted by nonlinear

systems with different orders. The outline of this paper is as follows. In Section 2, we show

that if a two-component nonlinear vector operator F[U] with orders k1 ≥ k2 satisfies certain

conditions and admits the invariant subspace

W = W 1
n1
×W 2

n2
, n1 ≥ n2,

then

n1 − n2 ≤ k2, n1 ≤ 2(k1 + k2) + 1.

A brief proof for m-component case will be given in Appendix. In Section 3, we provide some

examples for m = 2 to illustrate the application of the estimate. Section 4 presents some

conclusive remarks on this work.

2 Estimate of Dimension for Nonlinear Systems

In this section, we estimate the dimension of invariant subspaces W admitted by the two-

component nonlinear system

u1
t = F 1(x, u1, u2, · · · , u1

k1
, u2

k1
),

u2
t = F 2(x, u1, u2, · · · , u1

k2
, u2

k2
),

(2.1)

where the operators F 1 and F 2 are respectively the k1th order and k2th order operators, namely,

(F 1
u1

k1
)2 + (F 1

u2
k1

)2 6= 0,

(F 2
u1

k2
)2 + (F 2

u2
k2

)2 6= 0.
(2.2)
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That the vector operator F = (F 1, F 2) is really coupled means

(F 1
u2

0
)2 + (F 1

u2
1
)2 + · · ·+ (F 1

u2
k1

)2 6= 0,

(F 2
u1

0
)2 + (F 2

u1
1
)2 + · · ·+ (F 2

u1
k2

)2 6= 0.
(2.3)

The vector operator F = (F 1, F 2) is a nonlinear vector differential operator, i.e., for some

i0, j0, l0∈{1, 2}, p0, q0∈{0, 1, · · · , ki0}, there holds

∂F i0

∂uj0
p0∂ul0

q0

6= 0. (2.4)

Without loss of generality, we assume that

k1 ≥ k2.

If a nonlinear vector operator preserves the invariant subspace W specified in the introduction

and each component of W belongs to a different scalar subspace, then we have the following

theorem.

Theorem 2.1 Let F = (F 1, F 2) be a vector operator with assumptions (2.2)–(2.4), k1 ≥ k2.

If the operator F admits the invariant subspace W 1
n1
×W 2

n2
(n1 ≥ n2 > 0), then there hold

n1 − n2 ≤ k2, n1 ≤ 2 (k1 + k2) + 1. (2.5)

Proof We prove the theorem following the lines of the proof of Theorem 1 in [16]. We first

prove

n1 − n2 ≤ k2

by contradiction. Assume that

n1 − n2 > k2, i.e., n1 > n2 + k2

and F preserves the invariant subspace W 1
n1
×W 2

n2
defined by (1.4). Then the following identities

Dn1F 1 = −[a1
n1−1(x)Dn1−1F 1 + · · ·+ a1

1(x)DF 1 + a1
0(x)F 1], (2.6)

Dn2F 2 = −[a2
n2−1(x)Dn2−1F 2 + · · ·+ a2

1(x)DF 2 + a2
0(x)F 2] (2.7)

hold on the solution manifold (1.4). Differentiating F i(x, u1, u2, · · · , u1
ki

, u2
ki

) with respect to x

and keeping the leading linear and quadratic terms yield

DF i =
2∑

j=1

uj
ki+1

∂F i

∂uj
ki

+ · · · ,

D2F i =
2∑

j=1

uj
ki+2

∂F i

∂uj
ki

+
2∑

j,l=1

uj
ki+1u

l
ki+1

∂2F i

∂uj
ki

∂ul
ki

+ · · · ,

D3F i =
2∑

j=1

uj
ki+3

∂F i

∂uj
ki

+ 3
2∑

j,l=1

uj
ki+2u

l
ki+1

∂2F i

∂uj
ki

∂ul
ki

+ · · · .
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Here D denotes the operator of total derivatives with respect to x. By induction, for any p ≥ 4,

we have

DpF i =
2∑

j=1

uj
ki+p

∂F i

∂uj
ki

+
2∑

j,l=1

[( [ p
2 ]−1∑
s=1

Cs
puj

ki+p−su
l
ki+s

+ γC
[ p
2 ]

p uj
ki+p−[ p

2 ]
ul

ki+[ p
2 ]

) ∂2F i

∂uj
ki

∂ul
ki

]
+ · · · , (2.8)

where [p
2 ] denotes its integer part, and γ = 1

2 for p even, γ = 1 for p odd. In particular, for

p = n2 and i = 2, we have

Dn2F 2 =
2∑

j=1

uj
k2+n2

∂F 2

∂uj
k2

+
2∑

j,l=1

[( [
n2
2 ]−1∑
s=1

Cs
n2

uj
k2+n2−su

l
k2+s

+ γC
[

n2
2 ]

n2 uj

k2+n2−[
n2
2 ]

ul
k2+[

n2
2 ]

) ∂2F 2

∂uj
k2

∂ul
k2

]
+ · · · . (2.9)

Note that the term containing the derivative of u1 with the maximal order k2 + n2(< n1) only

appears in Dn2F 2 and does not appear in the derivatives DpF 2, p < n2. Taking into account

(2.9) and using (2.7), equating the coefficients of u1
k2+n2

with zero implies that

∂F 2

∂u1
k2

= 0.

In a similar way to the above computation, we have

∂F 2

∂u1
k2−1

= 0.

By induction, it follows that

∂F 2

∂u1
j

= 0, j = 0, 1, · · · , k2,

which implies that F 2 does not depend on u1
j (j = 0, 1, · · · , k2). This contradicts the assumption

(2.3).

Next, we prove

n1 ≤ 2(k1 + k2) + 1

by contradiction, that is, we have

n1 > 2(k1 + k2) + 1, i.e., n1 ≥ 2(k1 + k2) + 2.

By n1 − n2 ≤ k2, we get

n2 > 2k1 + k2 + 1, i.e., n2 ≥ 2k1 + k2 + 2.
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The sum in the square brackets in (2.9) is composed of the quadratic summands that exhibit

the maximal total order of both derivatives

(k2 + n2 − s) + (k2 + s) = 2k2 + n2.

Keeping in (2.9) only the quadratical terms containing at least one derivative of the order not

less than n2 − 1 gives

Dn2F 2 =
2∑

j,l=1

[ [
n2
2 ]∑

s=1

αsu
j
k2+n2−su

l
k2+s

∂2F 2

∂uj
k2

∂ul
k2

]
+ · · · , (2.10)

where

αs = Cs
n2

, s = 1, 2, · · · ,
[n2

2

]
− 1, α[

n2
2 ] = γC

[
n2
2 ]

n2 .

By (1.4), ui
ni+k for k ≥ 0 can be linearly expressed in terms of ui

ni−1, · · · , ui
0, i = 1, 2. Keeping

in the square brackets in (2.10) the terms containing uj
n2−1, we have

Dn2F 2 =
2∑

j,l=1

[
αk2+1u

j
n2−1u

l
2k2+1

∂2F 2

∂uj
k2

∂ul
k2

]
+ · · · . (2.11)

Clearly,

n2 − 1 < ni, 2k2 + 1 < ni, i = 1, 2.

There exist the following quadratical terms in (2.11) of the maximal total order 2k2 + n2:

αk2+1u
j
n2−1u

l
2k2+1

∂2F 2

∂uj
k2

∂ul
k2

, j, l = 1, 2.

It is easy to see that such terms do not appear in the derivatives DpF 2 (p < n2). In order to

make (2.7) valid, we should set

∂2F 2

∂uj
k2

∂ul
k2

= 0, j, l = 1, 2.

Similarly, by induction, we get

∂2F 2

∂uj
p∂ul

q

= 0, j, l ∈ {1, 2}, p, q ∈ {0, 1, · · · , k2},

which implies that F 2 depends on uj
p (j = 1, 2, p = 0, 1, · · · , kj) linearly.

Furthermore, for F 1, we have

Dn1F 1 =
2∑

j=1

uj
k1+n1

∂F 1

∂uj
k1

+
2∑

j,l=1

[( [
n1
2 ]−1∑
s=1

Cs
n1

uj
k1+n1−su

l
k1+s

+ γC
[

n1
2 ]

n1 uj

k1+n1−[
n1
2 ]

ul
k1+[

n1
2 ]

) ∂2F 1

∂uj
k1

∂ul
k1

]
+ · · · , (2.12)
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which can be written as

Dn1F 1 =
2∑

j,l=1

[ k1+k2+1∑
s=1

βsu
j
k1+n1−su

l
k1+s

∂2F 1

∂uj
k1

∂ul
k1

]
+ · · · , (2.13)

where

βs = Cs
n1

, s = 1, 2, · · · , k1 + k2

and

βk1+k2+1 =





Ck1+k2+1
n1

, if n1 > 2(k1 + k2) + 2,

1
2
Ck1+k2+1

n1
, if n1 = 2(k1 + k2) + 2.

Clearly,

n1 − k2 − 1 < ni, 2k1 + k2 + 1 < ni, i = 1, 2.

Note that the quadratical terms in (2.13) with the maximal total order 2k1 + n1 are

βk1+k2+1u
j
n1−k2−1u

l
2k1+k2+1

∂2F 1

∂uj
k1

∂ul
k1

, j, l = 1, 2.

It is easy to see that such terms do not appear in the derivatives DpF 1 (p < n1). In order to

make (2.6) valid, we should set

∂2F 1

∂uj
k1

∂ul
k1

= 0, j, l = 1, 2.

Similarly, by induction, it follows that

∂2F 1

∂uj
p∂ul

q

= 0, j, l ∈ {1, 2}, p, q ∈ {0, 1, · · · , k1},

which implies that F 1 depends on uj
p (j = 1, 2, p = 0, 1, · · · , kj) linearly.

This completes the proof of Theorem 2.1.

Theorem 2.2 Let F[U] be a nonlinear vector operator (1.6) with different orders. Assume

that

k1 ≥ k2 ≥ · · · ≥ km ≥ 0, (2.14)

and there exist some l ∈ {0, 1, · · · , kj}, q ∈ {i0, · · · ,m} and j ∈ {1, · · · , i0 − 1} such that

∂F q

∂uj
l

6= 0. (2.15)

If the nonlinear operator F[U] admits the invariant subspace

W 1
n1
× · · · ×Wm

nm
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with

n1 ≥ n2 ≥ · · · ≥ nm > 0, (2.16)

then we have the following estimate:

ni−1 − ni ≤ ki, i = 2, · · · ,m, n1 ≤ 2
m∑

j=1

kj + 1. (2.17)

The proof for Theorem 2.2 is similar to that of Theorem 2.1. We will prove Theorem 2.2 in

Appendix to make the article more readable.

3 Invariant Subspaces Defined by Linear ODEs

In this section, we present several examples including the (1+1)-dimensional diffusion system

and Itô’s type equation, Drinfel’d-Sokolov-Wilson’s type equation and Whitham-Broer-Kaup

type’s equation (see [3, 17–19]) to illustrate how to obtain invariant subspaces and construct

exact solutions to a given nonlinear system (2.1) by using the above results.

Example 3.1 (1+1)-dimensional diffusion system.

Consider the following two-component nonlinear diffusion system:

ut = (ux + fvvx)x + gv2,

vt = ux + pu + qv,
(3.1)

where the constant coefficients f and g are not simultaneously equal to zero. Theorem 2.1

implies that to give a full description of the above system admitting an invariant subspace

W 1
n1
× W 2

n2
defined by (1.4) with constant coefficients, it suffices to consider the cases for

(n1, n2):

{
(2, 2), (3, 2), (3, 3), (4, 3), (4, 4), (5, 4), (5, 5), (6, 5), (6, 6), (7, 6), (7, 7)

}
.

First, for the invariant subspace W 1
2 ×W 2

2 defined by

L1[y] = y′′ + a1y
′ + a0y = 0

and

L2[z] = z′′ + b1z
′ + b0z = 0,

we have the corresponding invariant criteria

(D2F + a1DF + a0F )|[H1]
⋂

[H2] = 0,

(D2G + b1DG + b0G)|[H1]
⋂

[H2] = 0,
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where

F = (ux + fvvx)x + gv2,

G = ux + pu + qv.

After substituting the expressions of F and G into the above equations and replacing uxx

and vxx respectively by −a1ux − a0u and −b1vx − b0v, we have the following equations:

7fb2
1 + a0f + 2g − 4fb0 − 3a1fb1 = 0,

12fb1b0 − a0fb1 − 4a1fb0 + 2a1g − fb3
1 − 2gb1 + a1fb2

1 = 0,

4fb2
0 + a0g − fb2

1b0 + a1fb1b0 − a0fb0 − 2gb0 = 0,

a2
1 − pa1 − a0 + b1p + b0 − b1a1 = 0,

a1a0 − pa0 − b1a0 + b0p = 0.

(3.2)

Solving the system, we arrive at the following classification result:

ut = (ux + fvvx)x, L1[y] = y′′ + py′ = 0,

vt = ux + pu + qv, L2[z] = z′′ = 0;
(3.3)

ut = (ux + fvvx)x − fp2

8
v2, L1[y] = y′′ + py′ = 0,

vt = ux + pu + qv, L2[z] = z′′ +
p

2
z′ = 0;

(3.4)

ut = (ux + fvvx)x − 2fb2
1v

2, L1[y] = y′′ + b1y
′ = 0,

vt = ux + pu + qv, L2[z] = z′′ + b1z
′ = 0;

(3.5)

ut = (ux + fvvx)x − 2fa2
1v

2, L1[y] = y′′ + a1y
′ = 0,

vt = ux + qv, L2[z] = z′′ − a2
1z = 0;

(3.6)

ut = (ux + fvvx)x − fp2

18
v2, L1[y] = y′′ +

3p

2
y′ +

p2

2
y = 0,

vt = ux + pu + qv, L2[z] = z′′ +
p

3
z′ − p2

12
z = 0;

(3.7)

ut = (ux + fvvx)x, L1[y] = y′′ +
3p

2
y′ + p2

2 y = 0,

vt = ux + pu + qv, L2[z] = z′′ +
p

2
z′ = 0;

(3.8)

ut = (ux + fvvx)x − 9fp2

32
v2, L1[y] = y′′ +

3p

2
y′ +

p2

2
y = 0,

vt = ux + pu + qv, L2[z] = z′′ +
3p

4
z′ +

p2

8
z = 0;

(3.9)

ut = (ux + fvvx)x − 8fp2

9
v2, L1[y] = y′′ +

5p

3
y′ +

2p2

3
y = 0,

vt = ux + pu + qv, L2[z] = z′′ + pz′ +
2p2

9
z = 0;

(3.10)
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ut = (ux + fvvx)x − fp2

18
v2, L1[y] = y′′ +

5p

6
y′ − p2

6
y = 0,

vt = ux + pu + qv, L2[z] = z′′ +
p

3
z′ − p2

12
z = 0;

(3.11)

ut = (ux + fvvx)x +
54287

√
7081− 4851733
2039184

fp2v2,

L1[y] = y′′ +
269 +

√
7081

238
py′ +

31 +
√

7081
238

p2y = 0,

vt = ux + pu + qv,

L2[z] = z′′ +
5

(
275−√7081

)

1428
pz′ − 106

√
7081− 5129
42483

p2z = 0;

(3.12)

ut = (ux + fvvx)x − 54287
√

7081 + 4851733
2039184

fp2v2,

L1[y] = y′′ +
269−√7081

238
py′ +

31−√7081
238

p2y = 0,

vt = ux + pu + qv,

L2[z] = z′′ +
5

(
275 +

√
7081

)

1428
pz′ − 106

√
7081 + 5129
42483

p2z = 0.

(3.13)

By a similar calculation, we can give a description of the nonlinear operator F = (F, G)

admitting the corresponding invariant subspaces in other cases.

Case W 1
3 ×W 2

2

ut = (ux + fvvx)x + gv2, L1[y] = y′′′ + 3b1y
′′ + 2b2

1y
′ = 0,

vt = ux + 2b1u + qv, L2[z] = z′′ + b1z
′ = 0;

(3.14)

ut = (ux + fvvx)x − 2fb2
1v

2, L1[y] = y′′′ + a2y
′′ + (a2b1 − b2

1)y
′ = 0,

vt = ux + (a2 − b1)u + qv, L2[z] = z′′ + b1z
′ = 0;

(3.15)

ut = (ux + fvvx)x − 8fb2
1

9
v2, L1[y] = y′′′ + 2b1y

′′ +
11b2

1

9
y′ +

2b3
1

9
y = 0,

vt = ux + b1u + qv, L2[z] = z′′ + b1z
′ +

2b2
1

9
z = 0;

(3.16)

ut = (ux + fvvx)x − fb2
1

2
v2, L1[y] = y′′′ + 4b1y

′′ +
9b2

1

4
y′ − 9b3

1

4
y = 0,

vt = ux + 3b1u + qv, L2[z] = z′′ + b1z
′ − 3b2

1

4
z = 0;

(3.17)

ut = (ux + fvvx)x − fb2
1

2
v2, L1[y] = y′′′ +

7b1

3
y′′ +

14b2
1

9
y′ − 8b3

1

27
y = 0,

vt = ux +
4b1

3
u + qv, L2[z] = z′′ + b1z

′ +
2b2

1

9
z = 0;

(3.18)
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ut = (ux + fvvx)x + 2fb0v
2, L1[y] = y′′′ + b0y

′ = 0,

vt = ux + qv, L2[z] = z′′ + b0z = 0.
(3.19)

Case W 1
3 ×W 2

3

ut = (ux + fvvx)x + 2fa1v
2, L1[y] = y′′′ + a1y

′ = 0,

vt = ux + pu + qv, L2[z] = z′′′ + a1z
′ = 0.

(3.20)

Case W 1
4 ×W 2

3

ut = (ux + fvvx)x + 2fb1v
2, L1[y] = y(4) + a3y

′′′ + b1y
′′ + a3b1y

′ = 0,

vt = ux + a3u + qv, L2[z] = z′′′ + b1z
′ = 0;

(3.21)

ut = (ux + fvvx)x − 8fb22
9 v2, L1[y] = y(4) + 2b2y

′′′ + 11b22
9 y′′ + 2b32

9 y′ = 0,

vt = ux + b2u + qv, L2[z] = z′′′ + b2z
′′ + 2b22

9 z′ = 0;
(3.22)

ut = (ux + fvvx)x − fb22
2 v2, L1[y] = y(4) + 4b2y

′′′ + 9b22
4 y′′ − 9b32

4 y′ = 0,

vt = ux + 3b2u + qv, L2[z] = z′′′ + b2z
′′ − 3b22

4 z′ = 0;
(3.23)

ut = (ux + fvvx)x − fb22
2 v2, L1[y] = y(4) + 7b2

3 y′′′ + 14b22
9 y′′ + 8b32

27 y′ = 0,

vt = ux + 4b2
3 u + qv, L2[z] = z′′′ + b2z

′′ + 2b22
9 z′ = 0.

(3.24)

Case W 1
5 ×W 2

4

ut = (ux + fvvx)x, L1[y] = y(5) = 0,

vt = ux + qv, L2[z] = z(4) = 0.
(3.25)

Similarly, for other equations, we can get the following results by using Theorem 2.1. There

exist more systematical solutions of the above kind, for example, complexiton solutions, to

nonlinear evolution equations including typical soliton equations (see [14]).

Example 3.2 Itô’s type equation

ut = −uxxx − 3(uv)x, L1[y] = y′′′ = 0,

vt = ux, L2[z] = z′′ = 0.
(3.26)

Example 3.3 Drinfel’d-Sokolov-Wilson’s type equation

ut = fvux − guvx − puxxx, L1[y] = y′′ = 0,

vt = −uux, L2[z] = z′′ = 0;
(3.27)

ut = 2gvux − guvx − puxxx, L1[y] = y′′ + b0
4 y = 0,

vt = −uux, L2[z] = z′′ + b0z = 0.
(3.28)

Example 3.4 Whitham-Broer-Kaup’s type equation

ut = fuxx − guxxx − (uv)x, L1[y] = y′′′ = 0,

vt = −vvx − ux − fvxx, L2[z] = z′′ = 0.
(3.29)
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Next, we give two examples to illustrate how to construct exact solutions to corresponding

nonlinear systems. Firstly, we consider the system in (3.16)

ut = (ux + vvx)x − 8
9v2, L1[y] = y′′′ + 2y′′ + 11

9 y′ + 2
9y = 0,

vt = ux + u + v, L2[z] = z′′ + z′ + 2
9z = 0.

(3.30)

From

L1[y] = 0 and L2[z] = 0,

we get the invariant subspace

W 1
3 ×W 2

2 = L{e− 1
3 x, e−

2
3 x, e−x} × L{e− 1

3 x, e−
2
3 x}.

Hence, we get an exact solution of the form

u = C1(t)e−
1
3 x + C2(t)e−

2
3 x + C3(t)e−x,

v = D1(t)e−
1
3 x + D2(t)e−

2
3 x.

(3.31)

Substituting the solution into (3.30), we have the following dynamical system:

C ′1 =
C1

9
, C ′2 =

4
9
C2 − 2

3
D2

1, C ′3 = C3 − 7
9
D1D2,

D′
1 =

2
3
C1 + D1, D′

2 =
C2

3
+ D2.

Solving this system, we obtain the exact solution (3.31) with

C1 = c1e
t
9 ,

C2 =
27
16

c2
1e

2
9 t +

3
2
c1c2e

10
9 t − 3

7
c2
2e

2t + c3e
4
9 t,

C3 =
( 81

128
c3
1e
− 2

3 t +
459
32

c2
1c2e

2
9 t − 129

40
c1c

2
2e

10
9 t +

63
80

c1c3e−
4
9 t

+
21
4

c1c4e
t
9 +

1
18

c3
2e

2t +
21
20

c2c3e
4
9 t − 7

9
c2c4et + c5

)
et,

D1 =
(
c2 − 3

4
c1e−

8
9 t

)
et,

D2 =
(9

2
c1c2e

t
9 − 81

112
c2
1e
− 7

9 t − 1
7
c2
2e

t − 3
5
c3e−

5
9 t + c4

)
et,

where cj (j = 1, · · · , 5) are arbitrary constants.

Furthermore, we consider the system from (3.19)

ut = (ux + vvx)x + 2v2, L1[y] = y′′′ + y′ = 0,

vt = ux + v, L2[z] = z′′ + z = 0.
(3.32)

From L1[y] = 0 and L2[z] = 0, we get the invariant subspace

W 1
3 ×W 2

2 = L{1, cosx, sinx} × L{cosx, sinx}.
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Thus, we obtain an exact solution of the form

u = C1(t) + C2(t)cosx + C3(t)sinx,

v = D1(t)cosx + D2(t)sinx.
(3.33)

Substituting the solution into (3.32), we arrive at the following dynamical system:

C ′1 = D2
1 + D2

2, C ′2 = −C2, C ′3 = −C3,

D′
1 = C3 + D1, D′

2 = D2 − C2.

Solving the system, we obtain the exact solution (3.33) with

C1 =
1
2
(c2

4 + c2
3)e

2t − 1
8
(c2

1 + c2
2)e

−2t + (c1c4 − c2c3)t + c5,

C2 = c1e−t,

C3 = c2e−t,

D1 = c3et − 1
2
c2e−t,

D2 =
1
2
c1e−t + c4et,

where cj , j = 1, · · · , 5, are arbitrary constants.

4 Concluding Remarks

In this paper, the dimension of invariant subspaces admitted by systems of nonlinear PDEs

is estimated. It is shown that if the two-component nonlinear operators (F 1, F 2) with orders

{k1, k2} (k1 ≥ k2) satisfy certain conditions (2.2)–(2.4) and admit the invariant subspace W 1
n1
×

W 2
n2

(n1 ≥ n2) defined by (1.4), then

n1 − n2 ≤ k2 and n1 ≤ 2(k1 + k2) + 1.

The maximal dimension for the m-component vector operators is also determined. The invariant

subspaces determined by linear ODEs for some nonlinear systems are presented.

At the end of this paper, we would like to pose two questions regarding this work. One is how

to describe the invariant subspace W = {1, xj1 , · · · , xjm}, where ji−ji−1 = r, r ∈ Z and how to

classify the scalar equation (1.1) admitting such an invariant subspace. The other one is how to

determine such an invariant subspace for m-component systems, namely, W = W 1
n1
×· · ·×Wm

nm
,

where W i
ni

= {1, xi1 , · · · , xini}, ij − ij−1 = ri, 2 ≤ j ≤ ni, ri ∈ Z. It is of interest to extend

the approach in this paper to studying nonlinear evolution differential-difference equations.
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Appendix The proof of Theorem 2.2

First, we note that if the nonlinear operator F[U] admits the invariant subspace W 1
n1
×· · ·×

Wm
nm

, then the following identities

DnqF q = −[aq
nq−1(x)Dnq−1F q + · · ·+ aq

1(x)DF q + aq
0(x)F q], q = 1, · · · ,m (A.1)

hold on the solution manifold (1.4).

Now we prove (2.17) by contradiction. Assume that there exists an i0 ∈ {2, · · · ,m} such

that

ni0−1 − ni0 > ki0 .

Then

n1 ≥ n2 ≥ · · · ≥ ni0−1 > ni0 + ki0 .

Differentiating F q(x, u1, · · · , um, · · · , u1
kq

, · · · , um
kq

) and keeping the leading linear and quadratic

terms yield

DnqF q =
m∑

j=1

uj
kq+nq

∂F q

∂uj
kq

+
m∑

j,l=1

[( [
nq
2 ]−1∑
s=1

Cs
nq

uj
kq+nq−su

l
kq+s

+ γC
[

nq
2 ]

nq uj

kq+nq−[
nq
2 ]

ul
kq+[

nq
2 ]

) ∂2F q

∂uj
kq

∂ul
kq

]
+ · · · , q = i0, · · · ,m.

Clearly,

kq + nq < nj , j = 1, · · · , i0 − 1, q = i0, · · · ,m.

It follows from (A.1) that the term containing the derivative of uj with the maximal order kq+nq

only appears in DnqF q and does not appear in the derivatives DpF q (p < nq). Equating the

coefficients of uj
kq+nq

(j = 1, · · · , i0 − 1) with zero leads to

∂F q

∂uj
kq

= 0, q = i0, · · · ,m, j = 1, · · · , i0 − 1.

Taking into account (A.1) and doing computation in a similar way as above, we find

∂F q

∂uj
kq−1

= 0, q = i0, · · · ,m, j = 1, · · · , i0 − 1.

By induction, we immediately have

∂F q

∂uj
l

= 0, l = 0, 1, · · · , kj , q = i0, · · · ,m, j = 1, · · · , i0 − 1.

This contradicts the assumption.



178 S. F. Shen, C. Z. Qu, Y. Y. Jin, et al.

Furthermore, by using the first formula in (2.17) we get

nm ≥ nq − (km + km−1 + · · ·+ kq+1), q = 1, · · · ,m

and

nq ≥ n1 − (k2 + k3 + · · ·+ kq), q = 1, · · · ,m.

Similarly, we verify the second formula n1 ≤ 2
m∑

j=1

kj + 1 by contradiction. Assume that

n1 > 2
m∑

j=1

kj + 1, i.e., n1 ≥ 2
m∑

j=1

kj + 2.

It implies that

nq ≥ 2k1 + k2 + · · ·+ kq + 2(kq+1 + · · ·+ km) + 2, q = 2, · · · ,m.

Notice that the sum in the square brackets in

DnqF q = +
m∑

j,l=1

[( [
nq
2 ]−1∑
s=1

Cs
nq

uj
kq+nq−su

l
kq+s + γC

[
nq
2 ]

nq uj

kq+nq−[
nq
2 ]

ul
kq+[

nq
2 ]

) ∂2F q

∂uj
kq

∂ul
kq

]
+ · · ·

is composed of the quadratical terms that exhibit the maximal total order of both derivatives

(kq + nq − s) + (kq + s) = 2kq + nq.

For s = kq + kq+1 + · · ·+ km + 1, we have

kq + nq − s = nq − (kq+1 + · · ·+ km + 1) ≤ nm − 1 < nj , j = 1, · · · ,m.

kq + s = 2kq + kq+1 + · · ·+ km + 1 < nm ≤ nj , j = 1, · · · ,m.

Thus, from (A.1), the terms

αkq+kq+1+···+km+1u
j
nq−(kq+1+···+km+1)u

l
2kq+kq+1+···+km+1

∂2F q

∂uj
kq

∂ul
kq

for j, l = 1, · · · ,m

do not appear in the derivatives DpF q (p < nq). In order for (A.1) to be valid, we must have

∂2F q

∂uj
kq

∂ul
kq

= 0, j, l = 1, · · · ,m.

In a similar way to the above computation, we find that the functions F q(U), q = 1, · · · ,m are

linear in its all arguments.

This completes the proof of Theorem 2.2.


