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1 Introduction

Let H(U) represent the space of analytic functions in the open unit disk U = {z ∈ C : |z| <
1}. For a ∈ C and n ∈ N, let

H[a, n] = {f ∈ H(U) : f(z) = a+ anz
n + an+1z

n+1 + · · · }.

We denote by A the subclass of the functions f ∈ H[a, 1] normalized with the conditions

f(0) = f ′(0)− 1 = 0. Denote also by K the subclass of A consisting of all those functions that

are convex (univalent) and normalized in U, i.e.,

Re
(
1 +

zf ′′(z)

f ′(z)

)
> 0, z ∈ U.

If f and g are two members of H(U), then the function f is said to be subordinate to g, and

we write f(z) ≺ g(z), if there exists a function w analytic in U with w(0) = 0, and |w(z)| < 1

for all z ∈ U, such that f(z) = g(w(z)), z ∈ U. Furthermore, if the function g is univalent in

U, then we have the following equivalence:

f(z) ≺ g(z) ⇔ f(0) = g(0) and f(U) ⊂ g(U). (1.1)
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Definition 1.1 (see [16]) Let ψ : C2 → C, and let h be univalent in U. If p is analytic in

U and satisfies the following differential subordination:

ψ(p(z), zp′(z)) ≺ h(z), (1.2)

then p is called a solution to the differential subordination (1.2). A univalent function q is

called a dominant of the solutions to the differential subordination (1.2), or, more simply, a

dominant if p(z) ≺ q(z) for all p satisfying (1.2). A dominant q̃ that satisfies q̃(z) ≺ q(z) for

all dominants q of (1.2) is said to be the best dominant of (1.2).

Recently, Miller and Mocanu [17] introduced the notion of differential superordinations, as

the dual concept of differential subordinations.

Definition 1.2 (see [17]) Let ϕ : C2 → C, and let h be analytic in U. If p and ϕ(p(z), zp′(z))

are univalent in U and satisfy the differential superordination

h(z) ≺ ϕ(p(z), zp′(z)), (1.3)

then p is called a solution to the differential superordination (1.3). An analytic function q is

called a subordinant of the solutions to the differential superordination (1.3), or, more simply,

a subordinant if q(z) ≺ p(z) for all p satisfying (1.3). A univalent subordinant q̃ that satisfies

q(z) ≺ q̃(z) for all subordinants q of (1.3) is said to be the best subordinant of (1.3).

Definition 1.3 (see [16, p. 21, Definition 2.2b]) We denote by Q the class of functions f

that are analytic and injective on U \ E(f), where

E(f) =
{
ζ ∈ ∂U : lim

z→ζ
f(z) = ∞

}
,

such that f ′(ζ) ̸= 0 for ζ ∈ ∂U \ E(f).

Definition 1.4 (i) The generalized hypergeometric function qFs is defined by

qFs(z) = qFs(α1, · · · , αq;β1, · · · , βs; z) =
∞∑

n=0

(α1)n · · · (αq)n
(β1)n · · · (βs)n

zn

n!
, z ∈ U,

where αj ∈ C (j = 1, · · · , q), βj ∈ C \ Z−
0 , Z−

0 = {0,−1, · · · } (j = 1, · · · , s), q ≤ s + 1,

q, s ∈ N0, where (α)k is the Pochhammer symbol defined by

(α)0 = 1, (α)k = α(α+ 1) · · · (α+ k − 1), k ∈ N.

(ii) The general Hurwitz-Lerch Zeta function ϕ(z, s, a) is defined by (see, e.g., [25, p. 21 et

seq.])

ϕ(z, s, a) =
∞∑

n=0

zn

(a+ n)s
=

1

as
+

z

(1 + a)s
+

z2

(2 + a)s
+ · · · (1.4)

with a ∈ C \ Z−
0 , s ∈ C when |z| < 1, and Re(s) > 1 when |z| = 1.
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This general Hurwitz-Lerch Zeta function ϕ(z, s, a) also contains its special cases, the well-

known functions such as the Riemann and Hurwitz (or generalized) Zeta function, the Lerch

Zeta function, the Polylogarithmic function and the Lipschitz-Lerch Zeta function. One may

refer to the Srivastava and Choi [25] (see also [24]) for further details and references about these

functions.

A generalization of the above defined Hurwitz-Lerch Zeta function ϕ(z, s, b) was studied by

Garg et al. [9, p. 27, equation (1.4)] in the following form (see also [26]):

Φλ,µ;ν(z, s, a) =
∞∑

n=0

(λ)n(µ)n
(ν)nn!

zn

(n+ a)s
(1.5)

with λ, µ, s ∈ C, ν, a ∈ C \ Z−
0 when |z| < 1, and Re(s+ ν − λ− µ) > 1 when |z| = 1.

Various properties and integral representations for Φλ,µ;ν(z, s, a) can be found in the works

of Garg et al. [9] and Srivastava et al. [26]. The following interesting special cases of the

function Φλ,µ;ν(z, s, a) are worthy of mentioning here:

(i) For λ = ν, we find that (1.5) reduces to the function ϕ∗µ(z, s, a) studied by Goyal and

Laddha [10, p. 100, equation (1.5)] (see also [11]);

(ii) If we set λ = ν and µ = 1, then (1.5) yields the general Hurwitz-Lerch Zeta function

ϕ(z, s, a) defined by (1.4).

Motivated by the earlier investigation due to Srivastava and Attiya [24], Prajapat and Goyal

[22], we introduced the linear operator

J s,a
λ,µ;ν : A → A,

which is defined by means of the following Hadamard (or convolution) product, that is

J s,a
λ,µ;ν(f)(z) = Gs,a

λ,µ;ν(z) ∗ f(z), z ∈ U, (1.6)

where λ, µ, s ∈ C, ν, a ∈ C \ Z−
0 and f ∈ A, while the function Gs,a

λ,µ;ν is defined by

Gs,a
λ,µ;ν(z) =

ν(1 + a)s

λµ
[Φλ,µ;ν(z, s, a)− a−s]

= z +
∞∑

n=2

(λ+ 1)n−1(µ+ 1)n−1

(ν + 1)n−1 n!

( 1 + a

n+ a

)s

zn, z ∈ U. (1.7)

Now, by using (1.7) in (1.6), we get

J s,a
λ,µ;νf(z) = z +

∞∑
n=2

(λ+ 1)n−1(µ+ 1)n−1

(ν + 1)n−1 n!

( 1 + a

n+ a

)s

anz
n, z ∈ U. (1.8)

Note that the above last form of the operator J s,a
λ,µ;ν is well-defined for λ, µ, s ∈ C and

ν, a ∈ C \ Z−.

We observe that the operator J s,a
λ,µ;ν generalizes several previously studied familiar operators,

and we show some of the interesting particular cases as follows:

(i) J s,a
γ−1,1;ν ≡ Isa,ν,γ , where Isa,ν,γ is the generalized operator studied recently by Noor and

Bukhari [19, p. 2, equation (1.3)];
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(ii) J 0,0
γ−1,1;ν ≡ Iν,γ , where Iν,γ is the Choi-Saigo-Srivastava operator (see [8]);

(iii) J s,a
λ,1;λ ≡ Js,a, where Js,a is the Srivastava-Attiya operator (see [22, 24]);

(iv) J−r,a
λ,1;λ ≡ I(r, a) (a ≥ 0, r ∈ Z), where the operator I(r, a) was studied by Cho and

Srivastava [7];

(v) J 0,a
β,1;α+β ≡ Qα

β (α ≥ 0, β > −1), where the operator Qα
β was studied by Jung et al.

[13];

(vi) J σ,1
λ,1;λ ≡ Iσ (σ > 0), where Iσ is the Jung-Kim-Srivastava integral operator (see [13]);

(vii) J 1,a
λ,1;λ = Ja (a > −1), where Ja is the Bernardi operator (see [3]);

(viii) J 0,0
λ,1;ν ≡ L(λ, ν), where L(λ, ν) is the well-known Carlson-Shaffer operator (see [6]);

(ix) J 0,0
2,1;2−λ ≡ Ωλ

z (0 ≤ λ < 1), where Ωλ
z is the fractional differ-integral operator introduced

by [20] (see also [23]).

It is readily verified from (1.8) that

z(J s+1,a
λ,µ;ν f(z))

′ = (a+ 1)J s,a
λ,µ;νf(z)− aJ s+1,a

λ,µ;ν f(z), (1.9)

z(J s,a
λ,µ;νf(z))

′ = (λ+ 1)J s,a
λ+1,µ;νf(z)− λJ s,a

λ,µ;νf(z), (1.10)

z(J s,a
λ,µ;ν+1f(z))

′ = (ν + 1)J s,a
λ,µ;νf(z)− νJ s,a

λ,µ;ν+1f(z). (1.11)

Using the principle of subordination, Miller and Mocanu and Reade [18] obtained different

subordination-preserving theorems for certain integral operators for analytic functions in the

unit disk. Moreover, in [4–5], the author investigated the subordination and superordination

preserving properties of integral operators, while some other interesting developments involving

subordination and superordination were considered in [1–2, 27]. In the present paper, by a

sandwich-type theorem, we obtain subordination- and superordination-preserving properties of

the differ-integral operator J s,a
λ,µ;ν defined by (1.8).

The following lemmas will be required in our present investigation.

Lemma 1.1 (see [14]) Suppose that the function H : C2 → C satisfies the condition

ReH(is, t) ≤ 0

for all s, t ∈ R with t ≤ −n(1+s2)
2 , where n is a positive integer. If the function p(z) =

1 + pnz
n + · · · is analytic in U and

ReH(p(z), zp′(z)) > 0, z ∈ U,

then Re p(z) > 0, z ∈ U.

Lemma 1.2 (see [15]) Let β, γ ∈ C with β ̸= 0, and let h ∈ H(U) with h(0) = c. If

Re [βh(z) + γ] > 0 for z ∈ U, then the differential equation

q(z) +
zq′(z)

βq(z) + γ
= h(z), q(0) = c

has an analytic solution in U, which satisfies Re [βq(z) + γ] > 0, z ∈ U.
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Lemma 1.3 (see [16, p. 24, Lemma 2.2d]) Let q ∈ Q with q(0) = a, and let p(z) =

a+anz
n+ · · · be analytic in U with p(z) ̸≡ a and n ≥ 1. If p is not subordinate to q, then there

exist the points z0 = r0e
iθ ∈ U and ζ0 ∈ ∂U\E(f), and an m ≥ n ≥ 1 for which p(Ur0) ⊂ q(U),

such that

p(z0) = q(ζ0) and z0p
′(z0) = mζ0q

′(ζ0),

where Ur0 = {z ∈ C : |z| < r0}.

A function L(z, t) : U × [0,+∞) → C is called a subordination (or a Loewner) chain if

L( · , t) is analytic and univalent in U for all t ≥ 0, and L(z, s) ≺ L(z, t) when 0 ≤ s ≤ t.

Lemma 1.4 (see [17, p. 822, Theorem 7]) Let q ∈ H[a, 1], ϕ : C2 → C, and let

ϕ(q(z), zq′(z)) ≡ h(z). If L(z, t) = ϕ(q(z), tzq′(z)) is a subordination chain and p ∈ H[a, 1]∩Q,

then

h(z) ≺ ϕ(p(z), zp′(z))

implies that

q(z) ≺ p(z).

Furthermore, if the differential equation ϕ(q(z), zq′(z)) = h(z) has a univalent solution q ∈ Q,

then q is the best subordinant.

The next well-known lemma gives a sufficient condition, so that the L(z, t) function will be

a subordination chain.

Lemma 1.5 (see [21, p. 159]) Let L(z, t) = a1(t)z + a2(t)z
2 + · · · with a1(t) ̸= 0 for all

t ≥ 0 and lim
t→+∞

|a1(t)| = +∞. Suppose that L( · , t) is analytic in U for all t ≥ 0, and L(z, · )
is continuously differentiable on [0,+∞) for all z ∈ U. If L(z, t) satisfies

Re
[
z

∂L
∂z
∂L
∂t

]
> 0, z ∈ U, t ≥ 0

and

|L(z, t)| ≤ K0|a1(t)|, |z| < r0 < 1, t ≥ 0

for some positive constants K0 and r0, then L(z, t) is a subordination chain.

2 Main Results

We first prove the following subordination theorem involving the operator J s,a
λ,µ;ν .

Theorem 2.1 Let f, g ∈ A and a ≥ 0. Suppose that

Re
(
1 +

zφ′′(z)

φ′(z)

)
> −ρ, z ∈ U (2.1)

with φ(z) = J s,a
λ,µ,νg(z), where ρ = 0 if a = 0 and

ρ = ρ(a) =


a

2
, if 0 < a ≤ 1,

1

2a
, if a > 1.

(2.2)
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Then, the subordination condition

J s,a
λ,µ,νf(z) ≺ J s,a

λ,µ,νg(z) (2.3)

implies

J s+1,a
λ,µ,ν f(z) ≺ J s+1,a

λ,µ,ν g(z).

Moreover, the function J s+1,a
λ,µ,ν g is the best dominant of (2.3).

Proof If we define the functions F and G by

F (z) = J s+1,a
λ,µ,ν f(z) and G(z) = J s+1,a

λ,µ,ν g(z), (2.4)

then F,G ∈ A. We first show that, if the function q is defined by

q(z) = 1 +
zG′′(z)

G′(z)
, (2.5)

then

Re q(z) > 0, z ∈ U.

Differentiating both sides of the second equation in (2.4) and using (1.9) for g ∈ A, we have

(1 + a)φ(z) = aG(z) + zG′(z).

Hence, it follows that

1 +
zφ′′(z)

φ′(z)
= q(z) +

zq′(z)

q(z) + a
≡ h(z). (2.6)

From (2.1) and (2.6), we have

Re[h(z) + a] > 0, z ∈ U.

By using Lemma 1.2, we deduce that the differential equation (2.6) has a solution q ∈ H(U)

with q(0) = h(0) = 1.

Let us define the function

H(u, v) = u+
v

u+ a
+ ρ, (2.7)

where ρ is given by (2.2). From (2.1) and (2.6)–(2.7), we obtain

ReH(q(z), zq′(z)) > 0, z ∈ U.

Now we will show that ReH(is, t) ≤ 0 for all s ∈ R and t ≤ − 1+s2

2 . From (2.7), we have

ReH(is, t) = Re
(
is+

t

is+ a
+ ρ

)
=

at

|a+ is|2
+ ρ ≤ − Eρ(s)

2|a+ is|2
, (2.8)

where

Eρ(s) = (a− 2ρ)s2 + a(1− 2ρa). (2.9)
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For ρ given by (2.2), the coefficient of s2 in the Eρ(s) given by (2.9) is positive or equal to zero,

and Eρ(0) ≥ 0. Hence, we deduce that Eρ(s) ≥ 0 for all s ∈ R. Now, from (2.8), we see that

ReH(is, t) ≤ 0 for all s ∈ R and t ≤ − 1+s2

2 . Thus, by using Lemma 1.1, we conclude that

Re q(z) > 0 for all z ∈ U, i.e., the function G defined by (2.4) is convex (univalent) in U.

Next we will prove that the subordination condition (2.3) implies

F (z) ≺ G(z) (2.10)

for the functions F and G defined by (2.4). Without loss of generality, we can assume that G

is analytic and univalent on U and G′(ζ) ̸= 0 for |ζ| = 1. Otherwise, we replace F and G by

Fr(z) = F (rz) and Gr(z) = G(rz), respectively, where r ∈ (0, 1). These functions satisfy the

conditions of the theorem on U, and we need to prove that Fr(z) ≺ Gr(z) for all r ∈ (0, 1),

which enables us to obtain (2.10) by letting r → 1−.

Let us define the function L(z, t) by

L(z, t) ≡ a

a+ 1
G(z) +

t+ 1

a+ 1
zG′(z), z ∈ U, t ≥ 0. (2.11)

Then,
∂L(z, t))

∂z

∣∣∣
z=0

= G′(0)
(
1 +

t

a+ 1

)
= 1 +

t

a+ 1
̸= 0, t ≥ 0,

and this shows that the function L(z, t) = a1(t)z + · · · satisfies the conditions a1(t) ̸= 0 for all

t ≥ 0 and lim
t→+∞

|a1(t)| = +∞.

From the definition (2.11) and for all t ≥ 0, we have

|L(z, t)|
|a1(t)|

=
| a
a+1G(z) +

t+1
a+1zG

′(z)|
1 + t

a+1

≤
a

a+1 |G(z)|+
t+1
a+1 |zG

′(z)|
1 + t

a+1

. (2.12)

Since the function G is convex and normalized in the unit disk, i.e., G ∈ K, the following

well-known growth and distortion sharp inequalities (see [12]) are true:

r

1 + r
≤ |G(z)| ≤ r

1− r
, if |z| ≤ r < 1, (2.13)

1

(1 + r)2
≤ |G′(z)| ≤ 1

(1− r)2
, if |z| ≤ r < 1. (2.14)

Using the right-hand sides of these inequalities in (2.12), we deduce that

|L(z, t)|
|a1(t)|

≤ r

(1− r)2
t+ 1 + a(1− r)

a+ t+ 1
≤ r

(1− r)2
, |z| ≤ r, t ≥ 0,

and thus, the second assumption of Lemma 1.5 holds.

Furthermore,

Re
[
z

∂L(z,t)
∂z

∂L(z,t)
∂t

]
= a+ (1 + t)Re

(
1 +

zG′′(z)

G′(z)

)
> 0, z ∈ U, t ≥ 0,

and according to Lemma 1.5, the function L(z, t) is a subordination chain. From the definition

of the subordination chain combined with (2.11), we obtain

L(ζ, t) /∈ L(U, 0) = φ(U), whenever ζ ∈ ∂U, t ≥ 0. (2.15)
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Suppose that F is not subordinate to G. Then by Lemma 1.3, there exist points z0 ∈ U

and ζ0 ∈ ∂U, and a number t ≥ 0, such that

F (z0) = G(ζ0) and z0F
′(z0) = tζ0G

′(ζ0).

From these two relations, and by virtue of the subordination condition (2.3), we deduce that

L(ζ0, t) =
a

a+ 1
G(ζ0) +

t+ 1

a+ 1
ζ0G

′(ζ0)

=
a

a+ 1
F (z0) +

1

a+ 1
z0F

′(z0)

= J s,a
λ,µ,νf(z) ∈ φ(U),

which contradicts the above observation (2.15) that L(ζ0, t) /∈ φ(U). Therefore, the subordina-

tion condition (2.3) must imply the subordination given by (2.10). Considering F (z) = G(z),

we see that the function G is the best dominant, which completes our proof.

Applying the similar method used in the proof of Theorem 2.1, as well as the relations

(1.10)–(1.11), we easily get the following results.

Corollary 2.1 Let f, g ∈ A and λ ≥ 0. Suppose that

Re
(
1 +

zψ′′(z)

ψ′(z)

)
> −τ, z ∈ U

with ψ(z) = J s,a
λ+1,µ,νg(z), where τ = 0 if λ = 0, and

τ = τ(λ) =


λ

2
, if 0 < λ ≤ 1,

1

2λ
, if λ > 1.

(2.16)

Then, the subordination condition

J s,a
λ+1,µ,νf(z) ≺ J s,a

λ+1,µ,νg(z) (2.17)

implies

J s,a
λ,µ,νf(z) ≺ J s,a

λ,µ,νg(z).

Moreover, the function J s,a
λ,µ,νg is the best dominant of (2.17).

Corollary 2.2 Let f, g ∈ A and λ ≥ 0. Suppose that

Re
(
1 +

zϑ′′(z)

ϑ′(z)

)
> −σ, z ∈ U

with ϑ(z) = J s,a
λ,µ,νg(z), where σ = 0 if ν = 0, and

σ = σ(ν) =


ν

2
, if 0 < ν ≤ 1,

1

2ν
, if ν > 1.

(2.18)
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Then, the subordination condition

J s,a
λ,µ,νf(z) ≺ J s,a

λ,µ,νg(z) (2.19)

implies

J s,a
λ,µ,ν+1f(z) ≺ J s,a

λ,µ,ν+1g(z).

Moreover, the function J s,a
λ,µ,ν+1g is the best dominant of (2.19).

We next prove the dual result of Theorem 2.1, in the sense that subordinations are replaced

by superordinations.

Theorem 2.2 Let f, g ∈ A, a > 0 and

Re
(
1 +

zφ′′(z)

φ′(z)

)
> −ρ, z ∈ U

with φ(z) = J s,a
λ,µ,νg(z), where ρ is given by (2.2). Suppose that the function J s,a

λ,µ,νf is univalent

in U, and J s+1,a
λ,µ,ν f ∈ H[0, 1] ∩Q.

Then, the subordination condition

J s,a
λ,µ,νg(z) ≺ J s,a

λ,µ,νf(z) (2.20)

implies

J s+1,a
λ,µ,ν g(z) ≺ J s+1,a

λ,µ,ν f(z). (2.21)

Moreover, the function J s+1,a
λ,µ,ν g is the best subordinant of (2.20).

Proof Since the proof has similar parts as that of the previous theorem, we will use the

same notations as in the proof of Theorem 2.1.

Let F and G be two functions defined by (2.4). If the function q is defined by (2.5), similarly,

as in the proof of Theorem 2.1, we obtain that

φ(z) =
a

a+ 1
G(z) +

1

a+ 1
zG′(z) ≡ ϕ(G(z), zG′(z)).

Using the same method as in the proof of the above theorem, we may prove that Re q(z) > 0

for all z ∈ U, i.e., the function G defined by (2.4) is convex (univalent) in U.

Next we prove that the subordination condition (2.20) implies G(z) ≺ F (z). Considering

the function L(z, t) defined by

L(z, t) ≡ a

a+ 1
G(z) +

t

a+ 1
zG′(z), z ∈ U, t ≥ 0, (2.22)

we have
∂L(z, t))

∂z

∣∣∣
z=0

=
a+ t

a+ 1
G′(0) =

a+ t

a+ 1
̸= 0, t ≥ 0.

Hence, the function L(z, t) = a1(t)z + · · · satisfies the conditions a1(t) ̸= 0 for all t ≥ 0 and

lim
t→+∞

|a1(t)| = +∞.
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From the definition (2.22), for all t ≥ 0, we have

|L(z, t)|
|a1(t)|

=
| a
a+1G(z) +

t
a+1zG

′(z)|
a+t
a+1

≤
a

a+1 |G(z)|+
t

a+1 |zG
′(z)|

a+t
a+1

. (2.23)

Since G is convex and normalized, using the right-hand sides of the inequalities (2.13) in (2.23),

we deduce that

|L(z, t)|
|a1(t)|

≤ r

(1− r)2
t+ a(1− r)

a+ t
≤ r

(1− r)2
, |z| ≤ r, t ≥ 0.

Hence, the second assumption of Lemma 1.5 holds. Moreover,

Re
[
z

∂L(z,t)
∂z

∂L(z,t)
∂t

]
= a+ tRe

(
1 +

zG′′(z)

G′(z)

)
> 0, z ∈ U, t ≥ 0,

and according to Lemma 1.5, the function L(z, t) is a subordination chain. Therefore, according

to Lemma 1.4, we conclude that the superordination condition (2.20) implies the superordina-

tion (2.21). Furthermore, since the differential equation (2.21) has the univalent solution G, it

is the best subordinant of the given differential superordination, which completes the proof of

the theorem.

Applying a similar method as in the proof of Theorem 2.2 and using (1.10)–(1.11), we easily

obtain the following results.

Corollary 2.3 Let f, g ∈ A, λ ≥ 0 and

Re
(
1 +

zψ′′(z)

ψ′(z)

)
> −τ, z ∈ U

with ψ(z) = J s,a
λ+1,µ,νg(z), where τ is given by (2.16). Suppose that the function J s,a

λ+1,µ,νf is

univalent in U, and J s,a
λ,µ,νf ∈ H[0, 1] ∩Q.

Then, the subordination condition

J s,a
λ+1,µ,νg(z) ≺ J s,a

λ+1,µ,νf(z) (2.24)

implies

J s,a
λ,µ,νg(z) ≺ J s,a

λ,µ,νf(z).

Moreover, the function J s,a
λ,µ,νg is the best subordinant of (2.24).

Corollary 2.4 Let f, g ∈ A, ν ≥ 0 and

Re
(
1 +

zϑ′′(z)

ϑ′(z)

)
> −σ, z ∈ U

with ϑ(z) = J s,a
λ,µ,νg(z), where σ is given by (2.18). Further, suppose that the function J s,a

λ,µ,νf

is univalent in U, and J s,a
λ,µ,ν+1f ∈ H[0, 1] ∩Q.

Then, the subordination condition

J s,a
λ,µ,νg(z) ≺ J s,a

λ,µ,νf(z) (2.25)
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implies

J s,a
λ,µ,ν+1g(z) ≺ J s,a

λ,µ,ν+1f(z).

Moreover, the function J s,a
λ,µ,ν+1g is the best subordinant of (2.25).

By combining the above mentioned subordination and superordination results involving the

operator J s,a
λ,µ,ν , the following three sandwich-type results are derived.

Theorem 2.3 Let f, gk ∈ A (k = 1, 2), a ≥ 0, and

Re
(
1 +

zφ′′
k(z)

φ′
k(z)

)
> −ρ, z ∈ U

with φk(z) = J s,a
λ,µ,νgk(z) (k = 1, 2), where ρ is given by (2.2). Suppose that the function J s,a

λ,µ,νf

is univalent in U, and J s+1,a
λ,µ,ν f ∈ H[0, 1] ∩Q.

Then, the double subordination

J s,a
λ,µ,νg1(z) ≺ J s,a

λ,µ,νf(z) ≺ J s,a
λ,µ,νg2(z) (2.26)

implies

J s+1,a
λ,µ,ν g1(z) ≺ J s+1,a

λ,µ,ν f(z) ≺ J s+1,a
λ,µ,ν g2(z).

Moreover, the functions J s+1,a
λ,µ,ν g1 and J s+1,a

λ,µ,ν g2 are the best subordinant and the best dominant

of (2.26), respectively.

Theorem 2.4 Let f, gk ∈ A (k = 1, 2), λ > 0 and

Re
(
1 +

zψ′′
k (z)

ψ′
k(z)

)
> −τ, z ∈ U

with ψk(z) = J s,a
λ+1,µ,νgk(z) (k = 1, 2), where τ is given by (2.16). Suppose that the function

J s,a
λ+1,µ,νf is univalent in U, and J s,a

λ,µ,νf ∈ H[0, 1] ∩Q.

Then, the double subordination

J s,a
λ+1,µ,νg1(z) ≺ J s,a

λ+1,µ,νf(z) ≺ J s,a
λ+1,µ,νg2(z) (2.27)

implies

J s,a
λ,µ,νg1(z) ≺ J s,a

λ,µ,νf(z) ≺ J s,a
λ,µ,νg2(z).

Moreover, the functions J s,a
λ,µ,νg1 and J s,a

λ,µ,νg2 are the best subordinant and the best dominant

of (2.27), respectively.

Theorem 2.5 Let f, gk ∈ A (k = 1, 2), ν > 0 and

Re
(
1 +

zϑ′′k(z)

ϑ′k(z)

)
> −σ, z ∈ U

with ϑk(z) = J s,a
λ,µ,νgk(z) (k = 1, 2), where σ is given by (2.18). Suppose that the function

J s,a
λ,µ,νf is univalent in U, and J s,a

λ,µ,ν+1f ∈ H[0, 1] ∩Q.

Then, the double subordination

J s,a
λ,µ,νg1(z) ≺ J s,a

λ,µ,νf(z) ≺ J s,a
λ,µ,νg2(z) (2.28)
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implies

J s,a
λ,µ,ν+1g1(z) ≺ J s,a

λ,µ,ν+1f(z) ≺ J s,a
λ,µ,ν+1g2(z).

Moreover, the functions J s,a
λ,µ,ν+1g1 and J s,a

λ,µ,ν+1g2 are the best subordinant and the best domi-

nant of (2.28), respectively.

3 Applications and Concluding Remarks

As an interesting application, let us define a linear operator Sm
a f : A → A (m ∈ N0, a ≥ 0)

by

S0
af(z) = f(z), Sm+1

a (z) =
1

a+ 1
[aSm

a (z) + z(Sm
a (z))′], m ∈ N.

For

Id(z) =
z

1− z
,

denote sm,a(z) ≡ Sm
a Id(z). Then the explicit form of the function sm,a is given by

sm,a(z) = z +
∞∑

n=2

(n+ a

1 + a

)m

zn, z ∈ U. (3.1)

Taking s = m (m = N0) and g(z) = z(sm,a(z))
′ in Theorem 2.1, we obtain the following

special case.

Theorem 3.1 Let f ∈ A, a ≥ 0 and m ∈ N0. Suppose that

Re
4F3(λ+ 1, µ+ 1, 2, 2; ν + 1, 1, 1; z)

3F2(λ+ 1, µ+ 1, 2; ν + 1, 1; z)
> −ρ, z ∈ U,

where ρ = 0 if a = 0, and ρ is given by (2.1) if a > 0. Then the subordination condition

Jm,a
λ,µ,νf(z) ≺ z 2F1(λ+ 1, µ+ 1; ν + 1; z) (3.2)

implies

Jm+1,a
λ,µ,ν f(z) ≺ z 3F2(λ+ 1, µ+ 1, a+ 1; ν + 1, a+ 2; z).

Moreover, the function z 3F2(λ+ 1, µ+ 1, a+ 1; ν + 1, a+ 2; z) is the best dominant of (3.2).

Further, setting λ = ν and µ = 1 in the above theorem, we get the result below.

Corollary 3.1 Let f ∈ A, a ≥ 0 and m ∈ N0. Suppose that

Re
3F2(2, 2, 2; 1, 1; z)

2F1(2, 2; 1; z)
> −ρ, z ∈ U,

where ρ = 0 if a = 0, and ρ is given by (2.1) if a > 0.

Then, the subordination condition

Jm,af(z) ≺
z

(1− z)2
(3.3)

implies

Jm+1,af(z) ≺ 2F1(a+ 1, 2; a+ 2; z).
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Moreover, the function 2F1(a+1, 2; a+2; z) is the best dominant of (3.3). Here, Jm,a ≡ Jm,a
λ,1;λ

is the Srivastava-Attiya integral operator already mentioned.

We conclude this paper by remarking that in view of the generalized operator defined by

(1.8) and expressed in terms of convolution (1.6) involving arbitrary coefficients, the main

results would lead to additional new results. In fact, by appropriately selecting the arbitrary

parameters in (1.8), the results presented in this paper would find further applications which

incorporate the generalized form of linear operators. These considerations can be fruitfully

worked out and we skip the details in this regard.
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