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Abstract This article deals with an inverse problem of reconstructing two time inde-
pendent coefficients in the reaction diffusion system from the final time space discretized
measurement using the optimization method with the help of the smooth interpolation
technique. The main objective of the article is to analyse the asymptotic behavior of
the solution of the inverse problem for the linearly coupled reaction diffusion system with
respect to the homogeneous Dirichlet boundary condition.
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1 Introduction

The parameter identification in the partial differential equation (PDE), intensively inves-
tigated during the last few decades, is a fertile and growing area of research with many ap-
plications, such as population dynamics, synaptic transmission at a neuromuscular junction,
color negative film development, chemotaxis, epidemiology, and brain tumor growth. In eco-
logical problems, different species interact with each other and in chemical reactions, different
substances react and produce new substances. Systems of differential equations are used to
model these events. For example, the reaction diffusion systems can be derived to model the
spatial-temporal phenomena. Suppose that u(z,t) and v(x,t) are population density functions
of two species or concentration of two chemicals, and then the reaction diffusion system with

zero Dirichlet boundary conditions can be written as

Up — Ugg + a(z)u + b(z)v = 0, (x,t) € Qpr =1 x (0,7,
Uy — Vg + c()v + d(2)u =0, (x,t) € Qp, (1.1)
U(IE,O) = d)(x)a ’U(:L’,O) = @(x)v zel, .

uw(0,t) = u(l,t) =v(0,t) = v(1,t) =0, te (0,T],
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where the interval I = (0,1) and 7" > 0 is an arbitrary but fixed moment of time. The
initial conditions ¢(z) and ¢(z), only depending on z, are sufficiently regular and the unknown
coefficients a(x), c(z) and the coefficients b(z), d(x) are assumed to be sufficiently smooth and
are kept independent of time t. We assume that there is a possibility to give the additional
temperature for inverse heat problems, and for instance, the additional data u(x,t), v(x,t) are

given at some final time ¢t = T for a finite number of points, that is,
u(x;, T) =m(z;), v(z;,T)=n(x;), x; €I, i=1,2,---, N, (1.2)

where the given functions m(x) and n(x) satisfy the homogeneous Dirichlet boundary condi-
tions. The additional temperature measurements given continuously throughout the interval in

the following form:
w(z, T)=m(z), v(z,T)=n(x), xe€l (1.3)

have been studied in [15]. Apart from the system of parabolic equations, a single parabolic
equation from the continuous final time overspecified data has been studied by many researchers.
For instance, the inverse problem of recovering the implied volatility coefficient in the Block-
Scholes type equation has been studied by Jiang and Tao [12]. Chen and Liu [1] investigated the
numerical reconstruction of the coefficient ¢ in the parabolic equation u; — Au+ g(z)u = 0 from
the final measurement by using the optimization method combined with the finite element
method. After these contributions to the study of inverse problems via the optimal control
framework, there has been a lot of papers appearing in the literature. For instance, Deng
et al. [3] studied an inverse problem of identifying the coefficient of a first-order term in a
Cauchy problem of the second-order parabolic equation, and an inverse problem of recovering
the nonlinear coefficient of heat conduction equations from the final time overspecified data
was studied by Deng et al. in [6]. Moreover, Deng et al. [2] established an evolutional type
inverse problem of recovering the radiative coefficient of a heat conduction equation. Yang et
al. [18] investigated the inverse problem of reconstructing a space-dependent coefficient in the
heat equation with homogeneous Neumann data using the final measurement data, and Deng
et al. [4] studied an inverse problem of the determination of the implied volatility coefficient
when all possible maturities from the current time to a chosen future time are known.

During the past few decades, various methods have been employed to study the inverse
problems for partial differential equations. For example, the fixed point technique has been
studied for identification of the diffusion coefficient and the reaction rate in a one-dimensional
reaction-diffusion model by Friedman [8]. Hoffman and Jiang [10] investigated an inverse prob-
lem of reconstructing a source term in a phase field model for solidification, and Hasanov [9]
established the simultaneous determination of source terms in a linear parabolic problem from
the final overdetermination by adopting the methods of weak solutions and quasi-solutions. The
inverse problem for the parabolic equations from the final overdetermination was investigated
by Isakov [11].
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It is interesting to note that the reconstruction from the continuous additional temperature
measurement of the form (1.3) is very good for the theoretical aspect, but in practice, it is not
very suitable because of the complexity or the cost for the continuous measurement. In order to
overcome the difficulty, we only assume that the final observations are known at limited points
x; and then (1.2) is an appropriate form. For the sake of simplicity, in this work, we assume

that the measurement points x; are equidistant, that is,
O<zi <2< <2, <1, xig1—x;=h, i=2,---, N, (1.4)

where the mesh parameter h = ﬁ Even though the problem (1.1)—(1.2) is well defined, there
is a lack of uniqueness and stability on the solution of the inverse problem, that is, the inverse
problem (1.1)—(1.2) is improperly posed in the sense of Hadamard. In fact, the parameter
identification problem (1.1)—(1.2) is underdetermined in mathematics; namely, from the given
extra condition (1.2), one may not identify the unknown coefficients a(x), ¢(x) uniquely and
stably. In [15], we proved the uniqueness and stability of the identification of the coefficients
a(x), c(x) provided that the over-specified data are given in the form (1.3). On the basis of the
idea of [15], we find a way to reconstruct a(x), c(z) approximately by following the technique
of Deng [5].

Initially, using the linear interpolation, we obtain new continuous functions «,, (z) and 3, ()
from (1.2), that is,

m(x1), 0<z<ua,

ay(x) = %m(mi)—l—x;xim(m_l), v <zr<zi11, i=1,2,---,N—-1, (1.5
m(x,), xy <x <1,
n(z1), 0<z <,

By (x) = Mn(xl) T xin(fci,l), 1 <z <zi19, i=1,2,--- ,N—1 (1.6)
n(z,), Ty <z <1,

Then we consider the following over specified final time measurements:
U(IE,T) :aN(x)ﬂ ’U(:L‘,T) :ﬂN(x)a zel (17)

Approximation is a very useful technique when incomplete information prevents the use of exact
measurements. Many problems in the real world are too complex to be solved analytically.
Even when the exact measurement (1.3) is known, an approximation may yield a sufficiently
accurate solution while reducing the complexity (it is impossible to obtain all the temperatures
u(z,T),v(x,T)) of the problem significantly. From the result obtained in [15], one can easily
prove the existence and uniqueness of the solution of the inverse problem (1.1) with the final
time over specified data of the form (1.7). The main goal of this article is to deliberate the
asymptotic behavior of the solution of the inverse problem, as h — 0.

The rest of this paper is organized as follows: In Section 2, we study the existence of the

optimal control and the optimality condition for the discrete measurement data by following the
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optimization technique (see [15]) and establish the energy estimates. In Section 3, we analyze

the asymptotic behavior of the solution of the optimal control problem.

2 Optimal Control Problem

In order to analyze the inverse problem for the differential equations, the knowledge of the
direct problem is essential. Using the well-known Schauder theory and the monotone method

for parabolic equations, one can easily obtain the following existence result (see [7, 13-14, 17]).

Theorem 2.1 Let 0 < a < 1 and the coefficients a(x),b(x), c(z),d(x) € C*(I). Then the
system (1.1) has a unique solution u(z,t),v(x,t) € C*TH1+3(Qr).

As defined in [15], we consider the following optimal control problem: Find (a(x),¢(z)) € M

satisfying

J(@,¢) = min J(a,c), (2.1)

a,ceEM

where

1 N
T(0.0) = 5 [(ule.T0) = mla)? + lo(e. T0) = 0o+ 5 [ (Val? + [9e)aa, 22)
I I
M = {a(x),c(x):0<ap<a<ay, 0<co<c<ey, Va,Vee LX(I)}, (2.3)
and (u,v) is the solution of the system (1.1) for the given coefficients a(z),c(z) € M. The

constants ag, a; and cg, c1 are given and N is the regularization parameter.

Suppose that (p, q) is the solution of the adjoint system associated with (1.1) of the form

—Pt — Paa +ap +dqg =0, (z,t) € Qr,

—Qt — Qza +cq+bp =0, (z,t) € Qr,

p(z,T) = u(z, T) — m(z), rel, (2.4)
Q(xaT) :v(x,T)—n(x), era

p(Ovt) = p(]-at) = q(oat) = (J(lvt) =0, te [OvT)v

where m, n are the values of the solutions of the system (1.1) as defined in (1.3). Then we have

the necessary optimality condition which has to be satisfied by each optimal control (a, c).
Theorem 2.2 Let (a,c) be the solution of the optimal control problem (2.1). Then there
exists a pair of functions (u,v,p,q;a,c) satisfying

/ (pula — k) + qu(c — D))dtdz + N /[Va Vk—a)+Ve-V(i-cldz >0  (25)
Qr I

for any k,l € M.

Now we consider the following optimal control problem along with (1.7): Find (a, (), ¢, (z))

€ M satisfying

j(aN’CN) = aglei%/l j(av ¢), (2'6)
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where
T, =3 [ (0 Ts0) ~ ay @ + . T:0) = ()Y
+5 [Val + [Ve)da. (2.7)

Similarly one can establish the following necessary optimality condition.

Theorem 2.3 Let (a,,c,) be the solution of the optimal control problem (2.6). Then there

exists a set of functions (U, Uy, Dy, Qn; Ay s Cx) Satisfying
/ (pNuN (a’N - k) +qyUy (CN - l))dtdx
Qr
+ N/[VaN V(k—ay)+Vey V(I —cy)dx >0 (2.8)
I

for any k,l € M. Here the pair (u,,v,) satisfies the following system:

Juy  Puy

W Ox2 T ay (x)uN + b((E)UN =0, ({E,t) € QT;

o, v,

W - O12 +Cy (x)UN + d(x)uzv =0, (l‘,t) € QT; (29)
Uy ((E,O) = ¢($), Uy ((E,O) = @(x)v S

uy(0,8) =u,(1,t) = v, (0,t) = v, (1,¢6) =0, t€(0,T],

and (py,qy) is the solution of the following system:

dp,  O%*p,

_% - 852 +ay(x)py +d(x)gy =0, (z,1) € Qr,
dq,  0%q,

= g e (@)ay +b@ny =0, (a.t) € Qr,

(@, T) = uy (2, T) — ay(z), vel, (2.10)
qN(x7T):’UN(Jj7T)—ﬁN(J)), -136[;

Py (0,8) =py(1,t) = ¢ (0,8) = q, (L, t) =0, t€][0,T).

Lemma 2.1 For the system (1.1) and its adjoint system (2.4), we have the estimates

2 2 2 2
s [l + o)z < exspOIT (10101, + 132, (211)
2 2
s, [ (v +1a)da
< exp(MT) ([u(ar, T) — m(a) Py + (2. T) = () ) (212)

where the constant

M = (2 + max |b]* + max |d|2>.
zel zel
Proof Proof of (2.11) is available in [15] and the proof of (2.12) is similar to that of (2.11).

One can obtain the following similar results for the systems (2.9)—(2.10).
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Lemma 2.2 For the system (2.9) and the corresponding adjoint system (2.10), we have the

estimates
s, [P+ oy P < espUT) (ol + el (213)
2 2
Jux, [ (o +1a, )ae
< exp(MT)(||luy (2, T) = ay (@) 22y + oy (@, T) = By (@)l|72(1))- (2.14)

3 Convergence Results

In this section, we discuss the asymptotic behavior of the discrete reconstruction (a,,c, ) as
h — 0, for the system (1.1). In order to analyze the asymptotic behavior of the reconstruction,

we require that the discrete measurements m(x), n(z) in (1.2) satisfy

m(x),n(z) € C*(0,1), mg;{|m’(x)| <M, mg;{|n’(x)| <M. (3.1)

Lemma 3.1 For a,[, defined in (1.5) and (1.6), respectively, we have the following

estimates:

vy (x) = m(a)| < 2Mh,

6o (2) — () < 20tn, =€ O (3.2)

Proof Let R, (z) = a (x) —m(z), = € [x1,x,]. By using Taylor’s approximation, we have
the following reminder:
RN(QJ) :m,(g)(x_xi)a where l‘,fé [xi;xi+1]v Z:172a 7N_1 (33)
Estimation of the reminder terms along with the assumption (3.1) gives

Ry (2)] < Jnax Im/(z)] nax |(z — xi)| < Mh. (3.4)

For z € [0, x1], we have

ay(z) = ay (1) = m(z1) = m(0) +m'(&)h
=m'(&)h, & €[0,21], (3.5)
m(z) = m(0) +xzm’(§), & €[0,2] C [0,21]. (3.6)

From (3.5)—(3.6) along with the assumption (3.1), we have
jay (2) = m(@)| = [hm (&) — em(&)] < 2Mh, @ € [0,21]. (3.7)

For z € [z, 1], we also have .
lay () —m(z)] < 2Mh. (3.8)
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Combining (3.7) and (3.8), one can conclude that
la, () — m(z)| < 2Mh.

Similarly one can prove

By (2) — n(z)| < 2Mh

by considering the reminder as

Sy (2) = By (2) = n(z).

Setting U =uy —u, V=v, —v, A=a, —aand C = ¢, — ¢, the subtraction of (2.9) from
(1.1) yields

Ut_Uxx+aNU+bV: —A’LL, (x,t) EQTa
Vi = Viw + ¢,V +dU = —Cu, (x,t) € Qp, (3.9)
U(z,0) =0, V(z,0)=0, x€el, ’

U0,t) =U(1,t) = V(0,¢) =V(1,t) =0, te (0,T].

Lemma 3.2 Let (U, V) be the solution of the system (3.9). Then we have the following

estimate:

max /(|U|2 + Ve
I

0<t<T

< exp(MT)(max A2 [ |uldtdz + max|C|? |v|2dtdx). (3.10)
xel Qr xel Qr

Proof The proof of this lemma is similar to that in [15].

Now by setting P = p,, — p and Q = ¢, — ¢, the subtraction of the adjoint systems (2.4)
from (2.10) yields

—P,— Py +a,P+dQ = —Ap, (x,t) € Qp,

~Qt = Quz +¢,Q +bP = —Cq, (z,1) € Qr,

Pz, T)=U(z,T) — [ay () —m(z)], rxel, (3.11)
Q(z,T)=V(a,T) — [By(z) — n(x)], xel,

P(0,t) = P(1,t) = Q(0,t) = Q(1,t) =0, tel0,T).

Lemma 3.3 Let (P,Q) be the solution of the system (3.11). Then there exists a constant

C > 0 independent of ag, co such that

max /I (|P* +|Q|*)dz

0<t<T

< Cexp(2MT)(max |A? (Ip|? + |ul*)dtdz + max |C|? (|g* + [v]?)dtdz
xel Qr xel Qr

+ [l @) = m@) +18, 2) = n(o))d). (3.12)

I
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Proof Multiply the first equation (3.11) by P and integrate over I to have

1
—§§|\P||2L2(I)+/|Px|2dx+/aN|P|2dx: —/dPQda:—/APp dz. (3.13)
t I I I I

Using the assumption on a, and applying Cauchy’s inequality, we get

1d
———||P|? +/P2dx+ao/P2dx
s5tIPln + [ 174 1P

1 1
g/I|P|2dx+§rgrglea}<|./4|2/l|p|2dm+Ergrglea;(|d|2/I|Q|2da:. (3.14)

Similarly, from the second equation of (3.11), we have

1d
———||Q|I? +/Q 2dz + ¢ /Qde
th” IZ2() 1| x| 0 II |

1 1
< /I|Q|2dx+ 3 glg;c|0|2/1|q|2dx+ 51£g;<|b|2/I|P|2dx. (3.15)
Coupling the above two inequalities, we have

d
_E[exp(Mt)(HP”%?(I) +11QlZ2)]

< 2 2 2 2 .
< exp(Mt)(rggflAI /IIpI dz + max |C| /Ilql dx)7 (3.16)
where M is the constant defined in Lemma 2.1. Thus, integrating over (¢,7"), we arrive at

P72y + QN7 2

T T
< exp(—Mt)(max |A|? // exp(Ms)|p|*dsda 4+ max |C|? // exp(Ms)|q|2dsdx>
zel 1Jt zel 1Jt
+2ep(U(T = 0)( [ (TP + V(. TP
I

+ [(an@ = m@P +18, @) - n(o))d).

1

It is not difficult to conclude the proof by applying Lemma 3.1.

Theorem 3.1 Let (a,c) and (a,,cy) be the solutions of the optimal control problems (2.1)
and (2.6) respectively. Suppose that there exists a point xg € I such that a(x0) = a(xg) and

cy (o) = c(xo). Then there exists an instant of time Ty such that, for T > T,

ay(x) — a(x) , .
Cx (J?) N C(l‘) } m C(Ov 1); as h 0. (317)

Proof Let us start the proof by taking k = a,, | = ¢, in (2.5) to have

/ qv(c—cN)dtdx—i—/ pu(a — a, ) dtdx
QT QT

+N/[Va'V(aN —a)+ Ve-V(ey —c¢)]dz > 0. (3.18)
1
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And, by taking k = a, [ = ¢ in (2.8), we also have

/ qyUy (Cy — c)dtdx—l—/ Pyliy(a,y —a) dtdz
Q

Qr

+ N/[VaN -V(a—ay)+ Ve, - V(e—cy)lde >0, (3.19)
I

where (u,v), (u,, v, ) are the solutions of the systems (1.1) and (2.9) respectively and (p, q), (p
qy) are the solutions of the corresponding adjoint systems (3.1) and (2.10) respectively. Now
from (3.18)—(3.19), we get

N(/I|V(aN —a)|2dx+/I|V(cN —c)|2dx)

< Alpyu,y —pu)dtde + [ Clgyv,y — qu)dtdz
QT QT

= A(pU + Pu)dtdz + ClqyV + Qu)didz. (3.20)
QT QT

Applying Cauchy’s inequality to each of the integrals on the right-hand side, we obtain
N/(|VA|2 +|VC|?)dx
T
1
< 5 (max 47 [ (P + JuP)tdo + maxiCP [ (lay P+ fof)dtdo)
2\ zer Qr el Qr
1
g [ (UP+ VP PR+ jQP)dda. (3.21)
T

From Lemmas 3.1-3.2, it clear that

| R+ IVE+ PP+ 1QP)dtdo

Qr
< CTeXp(ZMT)(mEa;( |A|2/ (Ip]? + |u*)dtdz + mg;(|C|2/ (|g/* + [v]?)dtdz
x Qr x Qr
+ /(Iaw(x) —m(x)]* + By () - n(a?)IQ)dx>- (3:22)
I

Besides, from Lemma 2.1 and an analogue of Lemma 2.2, there exists a constant I' > 0 such

that
/ (|u® + |v/*)dtdz < T exp(MT)T, / (Ip|? + |g|?)dtdz < T exp(2MT)T. (3.23)
QT T

Moreover, taking A(xp) = 0 into account and applying Holder’s inequality, we get

@l =] [ vy < ([Ivara)’ (3:24)

o I

so that

mg;{|.»4| <|IVAl 2y, Vrel. (3.25)
xT
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Combining the preceding estimates with (3.21), we arrive at
max |A[? + max|C|? < Cr(max |A|* + max |C|?)
zel zel xzel zel
cT 9 9
+ o exp(2MT) I(I%(ﬂ?) —m(z)|” + [By (z) —n(z)[)dz,  (3.26)
where the constant

T
Cr = oSN exp(4dMT)I(1+ CT).

Now choosing Ty > 0 such that Cp, = %, we have

max | AP + max [ < CF exp(2MT) / (lan (@) = m(@)? + |8y (2) — n(@)|?)dz
xel xel N I

8CT
<

¥ exp(2M T)M>h>. (3.27)

Therefore, from the above inequality, we easily conclude that

>+ max | (z) —c(x)]* =0, ash — 0.

max) lay (z) — a(z) Jnax

z€(0,1
This concludes the proof of Theorem 3.1.

Remark 3.1 It is interesting to note that we can easily establish the existence and unique-
ness of the inverse problem of reconstructing two time-independent coefficients in the reaction
diffusion system with zero flux boundary conditions from the final time overspecified measure-
ment (1.3) as in [15]. But, in order to analyze the asymptotic behavior of the reconstruction
from the discrete measurement m(x), n(x) as in (1.2), the assumption (3.1) should be replaced
with

m(z),n(z) € C*(0,1), max [m" (z)| < M, max " ()] < M. (3.28)

Lemma 3.4 For o, and 3, defined in (1.5) and (1.6), respectively, we have the following

estimates:

_ < Mh2
w (@) = m(2)] *y}; "z elo,1]. (3.29)
—n(x)| < Mh?,

Proof We assume R (z) = a, (z) —m(z), = € [x1,z,]. By using Taylor’s approximation,

we have the following reminder (see [16]):
Ry(x) = %m"(f)(m )@ —min), @€ mnai i= 1,2, N—1.  (3.30)
Estimation of the reminder terms, along with the assumption (3.28) gives
Mh?

max |m”(z)|- max |[(x —x;)(x — zi41)] < : (3.31)

1
R < =
By ()] < 2 ze(0,1) 2€(0,1) 8
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For z € [0, x1], we have

0 () = oy (22) = m(ar) = m(0) + m'(O)h + m"(€1)

= m(O) + m"(fl)%Q, & e [0, J)l], (332)
m(z) = m(0) + m"(gz)"%, & €[0,2] C [0,21]. (3.33)

From (3.32)—(3.33) along with the assumption (3.28), we have

2 2 N
lay (2) = m(@)] = [m"(e) s~ m"(e) T | < 5n*, e fo.m] (3.34)
For x € [z, 1], we also have
lay () —m(z)| < Mh?, z€lz,,1]. (3.35)

By combining (3.34) and (3.35), one can conclude that |, (z) — m(z)| < MA2. Similarly we
can prove
18y () = n(@)] < Mh*.

Remark 3.2 By using the upper bound for the reminders on Theorem 3.1, we get
8CT ~
2 2 < ——— exp(2MT)M?n*. .
max |A|" + max |C|" < —— exp(2MT)M"h (3.36)

This yields the required asymptotic convergence of the reconstruction of the coefficients from
the linearly coupled reaction diffusion system with zero flux boundary condition through the

final time discrete measurement data.

Remark 3.3 The main difference in the convergence for the system with Dirichlet boundary
conditions and zero flux boundary condition is that the Dirichlet boundary conditions require
more numbers of discrete measurements than the zero flux boundary condition. For the re-
construction of the coefficients on the linearly coupled reaction diffusion system with zero flux

boundary condition the cost of the measurement is less.
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