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Abstract The main goal of this paper is to approximate the Kuramoto-Shivashinsky (K-S
for short) equation on an unbounded domain near a change of bifurcation, where a band of
dominant pattern is changing stability. This leads to a slow modulation of the dominant
pattern. Here we consider PDEs with quadratic nonlinearities and derive rigorously the
modulation equation, which is called the Ginzburg-Landau (G-L for short) equation, for
the amplitudes of the dominating modes.
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1 Introduction

In this paper, we are interested in the long time behaviour of nonlinear parabolic partial

differential equations (PDEs for short) defined on unbounded domain near its change of stability.

First aim here is to derive rigorously the modulation equation of

∂tψ(t, x) = Lψ(t, x) + ε2νψ(t, x) + γψ(t, x)∂xψ(t, x) (1.1)

in the following type

∂TA = 4∂2XA+ νA− γ2

9
|A|2A, (1.2)

where L in (1.1) is the linear differential operator −(1 + ∂2x)
2 which has eigenvalues −λk =

−(1− k2)2 for k ∈ R and corresponding to eigenfunctions eikx.

Second aim of this paper is to approximate the solution ψ of (1.1) by

ψ(t, x) ≃ εA(ε2t, εx)eix + εA(ε2t, εx)e−ix, (1.3)

where A(T,X) is the solution of the G-L equation (1.2) with T = ε2t and X = εx.

The Kuramoto-Sivashinsky (K-S for short) equation (1.1) was proposed in the year 1977

by Kuramoto [11] as a model for phase turbulence in reaction diffusion systems. The equation
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was also developed by Sivashinsky [22] in higher space dimensions in modelling small thermal

diffusive instabilities in Laminar flame fronts.

The K-S equation arises in many physical problems including flame front instabilities and

reaction-diffusion combustion dynamics (see [22–23]), propagation of concentration waves in

chemical physics applications (see [11–13]), and falling film flows (see [7, 10, 24]).

Different approaches have been proposed in literature to investigate and seek the solutions of

the K-S equation. Some of these methods are variational iteration methods (see [19]), the lattice

Boltzmann technique (see [14]), the tanh function method (see [5]), the method of radial basis

functions (see [9]), the local discontinuous Galerkin method (see [25]), Perturbation methods

(see [20, 26]), the Chebyshev spectral collocation scheme (see [3]). Recently, there are other

various methods that have also been developed to construct exact solutions of the K-S equation

(see [4, 6, 27–28]).

Ma and Fuchssteiner [15] used the perturbation method and considered approximate so-

lutions to obtain a complete integrable system. On the other hand, Schneider [20] used the

perturbation method and approximated the solution of the K-S equation (1.1) on an unbound-

ed domain via the solution of the G-L equation (1.2). But Schneider’s method relies on the

high regularity of the modulation equation, as he needed A ∈ C
1,4
b ([0, T ]× R).

Mielke and Schneider [16] compared the long-time behaviour of all solutions of equation

(1.1) with the long-time behaviour of the solution A of (1.2), and they discussed the question

of how the attractor can be described by the attractor of the G-L equation (1.2). For this case,

similar results are well known (see for instance [8, 17, 21]).

In this paper, we use the perturbation method to approximate the solutions of the K-

S equation (1.1). This method depends on the low regularity of the modulation equation.

Unfortunately, some regularity for A is needed. So A must be in C0
b ([0, T ],H

1
2
+).

We will prove the following approximation result for the K-S equation (1.1) via the G-L

equation (1.2).

Theorem 1.1 Let ψ(t, x) be a solution of the K-S equation (1.1), vA(T,X) be the formal

approximation defined as

vA(T,X) = A(T,X)eiX
1
ε +A(T,X)e−iX

1
ε , (1.4)

where A(T,X) is the solution of the G-L equation (1.2) such that A ∈ C0
b ([0, T0],Hα) that

α > 1
2 . Suppose that the initial condition ‖ψ(0)− εA(0)eix− εA(0)e−ix‖∞ ≤ dφ̃ε for some fixed

d > 0 and

φ̃ε =





εα−

1
2 , if

1

2
< α ≤ 2,

ε
3
2 , if α > 2.

(1.5)
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Then, for each T0 > 0 there exists a constant C > 0, depending on sup
T∈[0,T0]

‖A(T )‖α, such that

sup
t∈[0,ε−2T0]

‖ψ(t, x)− εvA(ε
2t, εx)‖∞ < Cφ̃ε. (1.6)

The rest of this paper is organized as follows. In next section, we give a formal derivation

of the modulation equation. In Section 3, we define Hα and give the relation between the norm

in Hα and the norm in C0
b (R). In Section 4, we define the Green’s function Gt(x) and give

estimates on it. Finally, Section 5 is devoted to the proof of the approximation theorem.

2 Formal Derivation of the Modulation Equation

This section is devoted to derive the modulation equation corresponding to equation (1.1).

Let us first rescale the equation (1.1). If

ψ(t, x) = εu(ε2t, εx),

then (1.1) becomes

∂Tu = Lεu+ νu+ γu∂Xu (2.1)

with differential operator Lε = −ε−2(1 + ε2∂2X)2 on the slow space X = εx and the slow time

T = ε2t.

Now, let

wA(T,X) = [Aeix + ε[B + εM ]e2ix + ε2He3ix] + ε2J + c.c., (2.2)

where the amplitudes A, B, M, H, J are functions of T and X and c.c. denotes the complex

conjugation of the terms preceding it within the brackets. By plugging (2.2) into (2.1) and

using the relation

Lε(f(X)ei
n

ε
X) = −[ε−2(1− n2)2f + 4iε−1n(1− n2)f 8 + (2 − 6n2)f 88

+ 4iεnf 888 + ε2f 8888]ei
n

ε
X , (2.3)

yields

∂TAe
ix + c.c. = 4A88eix −

[9
ε
B − 24iB8 + 9M

]
e2ix − 64He3ix − J

+ νAeix + [γA∂XA+
iγ

ε
A2]e2ix + 3iγABe3ix

+ iγABeix + c.c.+ γ∂X |A|2 +O(ε).

In order to remove all unwanted terms, let

B =
iγ

9
A2, M = −19γ

81
A∂XA, H =

−γ2
192

A3, J = γ∂X |A|2. (2.4)
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Hence,

∂TAe
ix + c.c. =

[
4A88 + νA− γ2

9
|A|2A

]
eix + c.c.+O(ε). (2.5)

By equating the coefficients terms of eix in (2.5), we obtain

∂TA = 4A88 + νA− γ2

9
|A|2A+O(ε).

By neglecting all small terms in ε, we obtain (1.2).

3 The Hα-Spaces

We start this section by giving the definition of the fractional Sobolev space Hα. We rely in

this definition on weighted L2-norms of Fourier transforms.

Definition 3.1 For α ∈ R. The space Hα is defined as

Hα =
{
u : R → R :

∫ ∞

−∞
(1 + y2)α|F(u)(y)|2dy <∞

}

with norm

‖u‖2α =

∫ ∞

−∞
(1 + y2)α|F(u)(y)|2dy,

where F(u) is the Fourier transform of u, defined by

F(u)(k) = 1√
2π

∫ ∞

−∞
u(y)e−ikydy.

Note that functions still decay to 0 at ∞ in the space Hα. So if A ∈ Hα, then the solutions

of (1.1) and the solutions of (1.2) still decay to 0 as |x| tends to ∞.

Lemma 3.1 Let P (k) ≤ 0 be the eigenvalues of the non-positive operator A, where F(Au) =
P (·)F(u). Then for t ≥ 0 and u ∈ Hα,

‖etAu‖α ≤ ‖u‖α. (3.1)

It is well known that etA, defined by F(etAu) = etPF(u), generates a contraction semigroup.

Proof From Definition 3.1, we note that (as e2tP (k) ≤ 1)

‖etAu‖2α =

∫ ∞

−∞
(1 + y2)α

∣∣etP (y)F(u)(y)
∣∣2dy ≤ ‖u‖2α.

The following lemma gives the relation between the norm in Hα and the norm in C0
b (R).

For the proof see [2] or Theorem 5.4 in [1].

Lemma 3.2 For α > 1
2 , there is a constant C > 0, such that

‖u‖∞ ≤ C‖u‖α for all u ∈ Hα. (3.2)
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To estimate the nonlinearity, we need the following lemma which states that the space Hα

is up to the constant a Banach algebra for α > 1
2 . For the proof, see Theorem 4 in [18].

Lemma 3.3 For α > 1
2 and m ∈ N, there exists a positive constant C, such that

‖um‖α ≤ C‖u‖mα for u ∈ Hα. (3.3)

In the proof we will need to following generalization of Gronwall’s lemma.

Lemma 3.4 Let a, b ≥ 0, 0 ≤ ρ, η < 1 and 0 < T < ∞. Then, there exists a constant

M =M(a, b, η, T ), such that for all integrable functions u : [0, T ] → R satisfying

0 ≤ u(t) ≤ at−ρ + b

∫ t

0

(t− s)−ηu(s)ds for 0 ≤ t ≤ T,

it follows that

u(t) ≤ aMt−ρ for 0 ≤ t ≤ T.

4 Semigroup and Green’s Function Estimation

In this section, we give the definition of the Green’s functions Gt(x) for the operator L.
Then, we give estimates on it, where we follow the ideas of Collet and Eckmann [8], but for a

different operator. Now, we define the Green’s functions Gt(x) as follows.

Definition 4.1 Define Gt(x) as

Gt(x) =

∫ ∞

−∞
eikxe−t(1−2k2+k4)dk (4.1)

for t > 0.

It is easy to verify that for the semigroup we have

etAu = Gt ⋆ u =

∫

R

Gt(z − ·)u(z)dz.

The next lemma states that Gt(x) is bounded regards to ‖ · ‖L1 .

Lemma 4.1 Let t > 0. Then there exists a positive constant C such that

‖∂rxGt(x)‖L1 ≤ Cmin{1, t− 1
4
r} for r = 0, 1. (4.2)

Before we complete the proof of this lemma, we state and prove the next two lemmas.

Lemma 4.2 Define gτ (y) as

gτ (y) =

∫ ∞

−∞
eimye−Q1(m,τ)dm,

where Q1(m, τ) = τ−2 − 2m2 + τ2m4, then for 0 < τ ≤ 1, there exists a constant C > 0, such

that

‖(1 + y2)∂rxgτ (y)‖∞ ≤ Cτ−r for r = 0, 1.



150 W. W. Mohammed

Proof By using integration by parts, we obtain

(1 + y2)gτ (y) = (i)r
∫ ∞

−∞
P1(m, τ)e

imye−Q1(m,τ)dm

=

∫ ∞

0

P1(m, τ)e
imye−Q1(m,τ)dm+

∫ 0

−∞
P1(m, τ)e

imye−Q1(m,τ)dm

:= I1 + I2,

where

P1(m, τ) = mr[1 +Q88

1 −Q82
1 ] + rmr−2[2mQ8

1 − (r − 1)].

We note, for m ≥ 0 and 0 < τ ≤ 1, that

Q1(m, τ) = (mτ − 1)2(m+ τ−1)︸ ︷︷ ︸
≥τ−2

2 ≥ (m− τ−1)2

and

P1(m, τ) = mr[−3 + 12τ2m2 − 16m2τ2(m− τ−1)2(1 + τm)2]

− 8rmr(m− τ−1)(1 + τm)− (r − 1)mr−2.

Thus

|P1(m+ τ−1, τ)| ≤ Cτ−r(1 +mr+6) for r = 0, 1.

Now we bound I1 and I2 separately. For the first integral I1, we obtain

I1 =

∫ ∞

0

P1(m, τ)e
imye−Q1(m,τ)dm

=

∫ ∞

−τ−1

P1(m+ τ−1, τ)ei(m+τ−1)ye−Q1(m+τ−1,τ)dr

≤
∫ ∞

−τ−1

P1(m+ τ−1, τ)ei(m+τ−1)ye−m2

dr,

where we used the substitution m = m− τ−1, thus

|I1| ≤
∫ ∞

−τ−1

|P1(m+ τ−1, τ)|e−m2

dm ≤ τ−r

∫ ∞

−τ−1

(c+ cmr+6)e−m2

dm

≤ τ−r

∫ ∞

−∞
(c+ cmr+6)e−m2

dm = Cτ−r for r = 0, 1.

For the second integral I2. By replacing m by −m, we obtain

I2 =

∫ ∞

0

(−1)rP1(m, τ)e
−imye−Q1(m,τ)dm for r = 0, 1.

Analogously for the first integral, we derive

|I2| ≤ Cτ−r for r = 0, 1.
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Hence for 0 < τ ≤ 1, we obtain

‖(1 + y2)∂rxgτ (y)‖∞ = sup
y

|(4 + y2)∂rxgτ (y)| ≤ Cτ−r for r = 0, 1.

Lemma 4.3 Define hη(y) as

hη(y) =

∫ ∞

−∞
eikye−Q2(k,η)dk,

where Q2(k, η) = η4 − 2η2k2 + k4, then for 0 < η < 1, there exists a constant C > 0, such that

‖(1 + y2)∂ryhη(y)‖∞ ≤ C for r = 0, 1.

Proof By using integration by parts, we obtain

(1 + y2)∂ryhη(y) = (i)r
∫ ∞

−∞
P2(k, η)e

ikye−Q2(k,η)dk

= (i)r
∫ ∞

1

P2(k, η)e
ikye−Q2(k,η)dk + (i)r

∫ −1

−∞
P2(k, η)e

ikye−Q2(k,η)dk

+ (i)r
∫ 1

−1

P2(k, η)e
ikye−Q2(k,η)dk

:= II1 + II2 + II3,

where

P2(k, η) = kr[1 +Q88

2 −Q82
2 ] + rkr−2[2kQ8

2 − (r − 1)]

= kr[1 + 12k2 − 4η2 − 16k6 + 32k4η2 − 16k2η4]

− 8rkr(k2 − η2)− (r − 1)kr−2

for r = 0, 1. We note for 0 < η < 1 and k ≥ 1 that

Q2(k, η) = (k − η)2(k + η)︸ ︷︷ ︸
≥1

2 ≥ (k − η)2

and

|P2(k, τ)| ≤ c(1 + kr+6) for r = 0, 1.

Now, We will bound the terms II1, II2 and II3 separately. To bound II1 and II2, we follow the

same steps as in the case of Lemma 4.2. To bound the third term:

|II3| ≤
∫ 1

−1

|P2(k, η)||e−Q2(k,η)|dk ≤
∫ 1

−1

|P2(k, η)|dk

≤ c

∫ 1

−1

(1 + kr+6)dk = C for r = 0, 1.

Hence for 0 < η < 1, we obtain, for r = 0, 1,

‖(1 + y2)∂ryhη(y)‖∞ = sup
y

|(1 + y2)∂ryhη(y)| ≤ C.
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Proof of Lemma 4.1 We consider two cases in order to prove (4.2).

Case 1 t ≥ 1: We note for τ = t−
1
2 that

Gt(x) = τgτ (τx)

and

∂rxGt(x) = τr+1∂rxgτ (τx).

Hence

‖∂rxGt(x)‖L1 =

∫ ∞

−∞
|∂rxGt(x)|dx =

∫ ∞

−∞
|τ∂rxgτ (τx)|dx

= τr
∫ ∞

−∞
|∂rygτ (y)|dy = τr

∫ ∞

−∞

1

1 + y2
|(1 + y2)∂rxgτ (y)|dy

≤ τr‖(1 + y2)gτ (y)‖∞
∫ ∞

−∞

1

1 + y2
dy

≤ Cτr‖(1 + y2)gτ (y)‖∞ for r = 0, 1,

where y = τx. By using Lemma 4.2, we obtain for t ≥ 1,

‖∂rxGt(x)‖L1 ≤ C for r = 0, 1. (4.3)

Case 2 t ∈ (0, 1): We note for η = t
1
4 that

Gt(x) = η−1hη(η
−1x)

and

∂rxGt(x) = η−1∂rxhη(η
−1x) for r = 0, 1.

Hence,

‖∂rxGt(x)‖L1 =

∫ ∞

−∞
|η−1∂rxhη(η

−1x)|dx

= η−r

∫ ∞

−∞

1

1 + y2
|(1 + y2)hη(y)|dy

≤ η−r‖(1 + y2)hη(y)‖∞
∫ ∞

−∞

1

1 + y2
dy

≤ Cη−r‖(1 + y2)hη(y)‖∞,

where y = ηx. By using Lemma 4.3, we have for t ∈ (0, 1),

‖∂rxGt(x)‖L1 ≤ Ct−
1
4
r for r = 0, 1. (4.4)

Combining (4.3) and (4.4), yields (4.2) for t > 0.
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Lemma 4.4 For t ≥ 0, there is a constant C > 0, such that

‖etL∂rxu‖∞ ≤ C(1 + t−
1
4
r)‖u‖∞ for r = 0, 1 and u ∈ C0

b (R). (4.5)

Proof Let F−1
t denote the inverse Fourier transform. Then,

etL∂rxu(x) = F−1
t Ft(e

tL∂rxu(x)) = F−1
t (e−tλk∂rxFt(u(x)))

=
1

2π

∫ ∞

−∞

∫ ∞

−∞
(ik)reik(x−y)e−tλku(y)dydk

=
1

2π

∫ ∞

−∞
u(y)∂rxGt(x− y)dy. (4.6)

Thus

‖etL∂rxu(x)‖∞ ≤ C‖u(x)‖∞‖∂rxGt(x− y)‖L1 .

Using Lemma 4.1, yields (4.5).

Corollary 4.1 For T ≥ 0, there is a positive constant C, such that

‖eTLε∂rXu‖∞ ≤ Cmin{ε−r, ε−
1
2
rT− 1

4
r}‖u‖∞ for r = 0, 1 and u ∈ C0

b (R).

Proof

eTLε∂rXu(X) = e−ε−2T (1+(ε∂X )2)2∂rXu(X)

= ε−re−ε−2T (1+∂2
x
)2∂rxu(εx)

= ε−reε
−2TL∂rxu(εx) = ε−retL∂rxu(X).

By using Lemma 4.4, we get for r = 0, 1,

‖eTLε∂rxu‖∞ = ε−r‖etL∂rxuε‖∞ ≤ Cε−r min{1, t−1
4
r}‖u‖∞

= Cmin{ε−r, ε−
1
2
rT− 1

4
r}‖u‖∞.

The next lemma allows us to replace the semigroup eTLε by the semigroup e4T∂2
X , when

they are applied to Aeiε
−1X .

Lemma 4.5 For T > 0 and A ∈ Hα with α > 1
2 , there is a positive constant C, such that

sup
X∈R

|eTLεA(X)eiε
−1X − (e4T∂2

XA)(X)eiε
−1X | ≤ C‖A‖αφε,

where φε is defined as

φε =






ε2, if α >
5

2
,

εα−
1
2 , if

1

2
< α ≤ 5

2
.

(4.7)
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Proof We can write etLA(εx)eix as a convolution with the Green’s function of L, as in

(4.6),

etLA(εx)eix =
1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(x−y)e−tλkA(εy)eiydydk

=
1

2π

∫ ∞

−∞

∫ ∞

−∞
ei(k−1)(x−y)e−tλkA(εy)dydkeix

=
1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(εx−y)e−tλεk+1A(y)dydkeix,

where we used the substitution k = ε−1(k − 1) and y = εy. Hence,

etLA(εx)eix =
1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(εx−y)e−T (εk2+2k)2A(y)dydkeix

=
1√
2π

∫ ∞

−∞
F(A)(k)eiεkxe−T (εk2+2k)2dkeix

≤ 1√
2π

∫ ∞

0

|F(A)(k)|e−T (ε2k4+4k2)dk

+
1√
2π

∫ 0

−1

2ε

|F(A)(k)|e−T (ε2k4+2k2)dk

+
1√
2π

∫ −1

2ε

−∞
|F(A)(k)|e−T (εk2+2k)2dk, (4.8)

where we used |e−4εTk3 | ≤ 1 for all k ≥ 0 for the first integral and −2k2(2εk + 1) ≤ 0 for the

second integral. Analogously, we can write (e4t∂
2
xA)(εx)eix as

(e4t∂
2
xA)(εx)eix =

1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(εx−y)e−4Tk2

A(y)dydkeix.

Thus,

(e4T∂2
XA)(X)eiε

−1X ≤ 1√
2π

∫ ∞

−∞
e−4Tk2 |F(A)(k)|dk

≤ 1√
2π

∫ ∞

0

e−4Tk2 |F(A)(k)|dk +
1√
2π

∫ 0

−1

2ε

e−2Tk2 |F(A)(k)|dk

+
1√
2π

∫ −1

2ε

−∞
e−4Tk2 |F(A)(k)|dk. (4.9)

Define I1 as the difference between the first two integral of (4.8) and (4.9)

I1 =
1√
2π

∫ ∞

0

|F(A)(k)|[e−T (ε2k4+4k2) − e−4Tk2

]dk.

Using Cauchy-Schwarz inequality

|I1|2 ≤ C‖A‖2α
∫ ∞

0

1

(1 + k2)α
e−8Tk2

[e−ε2Tk4 − 1]2dk.

Using the following inequality

|ex − 1| ≤ |x|max{1, ex}, (4.10)
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which follows directly from the intermediate value theorem, in order to obtain

|I1|2 ≤ Cε4‖A‖2α
∫ ∞

0

k4

(1 + k2)α
e−8Tk2

[Tk2]2dk.

Now, we can use the fact

sup
z>0

zme−z ≤ ∞ for all m ≥ 0, (4.11)

to get

|I1|2 ≤ Cε4‖A‖2α
∫ ∞

0

k4

(1 + k2)α
dk

= 2ε4C‖A‖2α
[ ∫ 1

0

k4

(1 + k2)α
dk +

∫ ∞

1

k4

(1 + k2)α
dk

]

≤ 2ε4C‖A‖2α
[
1 +

∫ ∞

1

k4−2αdk
]

≤ Cε4‖A‖2α for α >
5

2
. (4.12)

Analogously, we define I2 as the difference between the second two integral of (4.8) and (4.9)

in order to obtain

|I2|2 ≤ Cε4‖A‖2α for α >
5

2
. (4.13)

Now, define I3 as the difference between the second two integral of (4.8) and (4.9)

I3 =
1√
2π

∫ −1

2ε

−∞
|F(A)(k)|[e−T (εk2+2k)2 − e−4Tk2

]dk.

Using Cauchy-Schwarz inequality

|I3|2 ≤ C‖A‖2α
∫ −1

2ε

−∞

dk

(1 + k2)α
,

where we used |e−T (εk2+2k)2 − e−4Tk2 |2 ≤ 2|e−T (εk2+2k)2 |2 + 2|e−4Tk2 |2 ≤ 4. Thus

|I3|2 ≤ Cε2α−1‖A‖2α for α >
1

2
. (4.14)

Now

etLA(εx)eix − (e4T∂2
XA)(X)eiε

−1X ≤ I1 + I2 + I3. (4.15)

We finish the proof by taking | · | on both sides of (4.15) and using (4.12)–(4.14).

Lemma 4.6 Let n ∈ R r {±1} and r ∈ {0, 1}. If T > 0 and M ∈ Hα, ∀α > 1
2 , then there

exists a positive constant C, such that

sup
X∈R

|eTLε∂rXM(X)einε
−1X | ≤ CΘ

r
(ε)‖M‖α, (4.16)

where

Θr(ε) = (ε−
3
2
r) exp

(
− 9

16
ε−2T

)
+ εα−

1
2
−r.



156 W. W. Mohammed

Proof Writing etLM(εx)einx as

etLM(εx)einx =
1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(x−y)e−tλkM(εy)einydydk

=
1

2π

∫ ∞

−∞

∫ ∞

−∞
ei(k−n)(x−y)e−tλkM(εy)dydkeinx

=
1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(εx−y)e−tλεk+nM(y)dydkeinx,

where we used the substitution y = εy and k = ε−1(k − n). Hence, using the definition of λk,

etLM(εx)einx =
1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(εx−y)e−t[1−(εk+n)2]2M(y)dydkeinx.

Thus, using X = εx,

eTLεM(X)einε
−1X =

1

2π

∫ ∞

−∞

∫ ∞

−∞
eik(X−y)e−t[1−(εk+n)2]2M(y)dydkeinε

−1X .

Taking | · | on both sides and using Cauchy-Schwarz inequality, to obtain

|eTLε(M(X)einε
−1X)|2 ≤ C‖M‖2α

∫ ∞

−∞

1

(1 + k2)α
e−2t[1−(εk+n)2]2dk. (4.17)

Now, we want to bound this integral

II =

∫ ∞

−∞
Φ(k)dk ≤

∫ 1
2ε

0

Φ(k)dk +

∫ 0

−1

2ε

Φ(k)dk + 2

∫ ∞

1
2ε

1

(1 + k2)α
dk

with

Φ(k) =
1

(1 + k2)α
e−2tq(k) and q(k) = [1− (εk + n)2]2.

Now, let us bound q(k) on [0,± 1
2ε ]. There are multiple cases depending on n and k.

Case 1 n = 0 and k ∈
[
− 1

2ε ,
1
2ε

]
. Since |k| ≤ 1

2ε , we obtain

q(k) = [1− ε2k2]2 ≥ 9

16
.

Case 2 n ≥ 2 and k ∈
[
0, 1

2ε ]
(
or n ≤ −2 and k ∈

[−1
2ε , 0

])
. Since εk ≥ 0, we obtain

q(k) = [n+ εk + 1]2[n+ εk − 1]2 ≥ [n+ 1]2[n− 1]2 ≥ 9.

Case 3 n ≥ 2 and k ∈ [−1
2ε , 0]

(
or n ≤ −2 and k ∈

[
0, 1

2ε

])
. Since k ≤ 1

2ε , then

q(k) = [εk + n− 1]2[1 + n+ εk]2 ≥ 25

16
.

Combining all cases, yields

q(k) ≥ 9

16
for k ∈

[
0,

1

2ε

]
.



Approximate Solution of the K-S Equation on an Unbounded Domain 157

Thus, for α > 1
2 we obtain

∫ ∞

−∞
Φ(k)dk ≤ 2

∫ 1
2ε

0

1

(1 + k2)α
e−

9
8
tdk + 2

∫ ∞

1
2ε

1

(1 + k2)α
dk

≤ C[e−
9
8
t + Cε2α−1]. (4.18)

Plugging (4.18) into (4.17), yields

‖eTLεM(X)einε
−1X‖∞ ≤ C‖M‖α

(
exp

(
− 9

16
ε−2T

)
+ εα−

1
2

)
. (4.19)

Now, consider (4.16) with r = 1. From Corollary 4.1, we obtain

‖eTLε∂XM(X)einε
−1X‖∞ = ‖e 1

2
TLε∂X(e

1
2
TLεM(X)einε

−1X)‖∞
≤ C(ε−1 + ε

−1

2 T
−1

4 )‖e 1
2
TLεM(X)einε

−1X‖∞.

Using (4.19), yields

‖eTLε∂XM(X)einε
−1X‖∞ ≤ CΘ1(ε)‖M‖α. (4.20)

We finish the proof by collecting (4.19) and (4.20).

5 Proof of the Approximation Theorem

We present in this section the proof of the approximation theorem.

Definition 5.1 Define the residual ρ(T ) as

ρ(T ) = wA(T )− eTLεwA(0)− ν

∫ T

0

e(T−s)LεwAds−
1

2
γ

∫ T

0

e(T−s)Lε∂Xw
2
Ads, (5.1)

where wA is defined in (2.2).

Lemma 5.1 If sup
[0,T ]

‖A‖α ≤ C, for α > 1
2 , then

‖ρ(T )‖∞ ≤ Cε−1φ̃ε, (5.2)

where φ̃ε is defined in (1.5).

Proof We obtain from (1.4)

ρ(T ) = A(T )eix − eTLεA(0)eix − ν

∫ T

0

e(T−τ)LεAeixdτ + c.c.

− 1

2
γ

∫ T

0

e(T−τ)Lε∂X(Aeix +Bei2x + c.c.)2dτ +O(ε)

= A(T )eix − eTLεA(0)eix − ν

∫ T

0

e(T−τ)LεAeixdτ + c.c.

− 1

2
γ

∫ T

0

e(T−τ)Lε∂X(A2e2ix)dτ − γ

∫ T

0

e(T−τ)Lε∂X(|A|2)dτ
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− γi

∫ T

0

e(T−τ)LεABeixdτ +O(ε).

Using Lemma 4.5 for α > 1
2 , we obtain

ρ(T ) = A(T )− e4T∂2
XA(0)−

∫ T

0

e4(T−τ)∂2
X [νAds− iγAB]dτ · eix

− 1

2
γ

∫ T

0

e(T−τ)Lε∂X(A2e2ix)dτ + c.c.

− γ

∫ T

0

e(T−s)Lε∂X |A|2ds+O(φε),

where φε is defined in (4.7) from (1.2), we have

ρ(T ) = −1

2
γ

∫ T

0

e(T−τ)Lε∂X(A2e2ix)dτ + c.c.

− γ

∫ T

0

e(T−τ)Lε∂X |A|2dτ +O(φε).

Taking ‖ · ‖∞ on both sides and using Lemma 4.6 to get

‖ρ(T )‖∞ ≤ C

∫ T

0

‖e(T−τ)Lε∂X(A2e2ix)‖∞dτ + C

∫ T

0

‖e(T−τ)Lε∂X |A|2‖∞dτ + Cφε

≤ C sup
τ∈[0,T ]

‖A‖α[ε
1
2 + εα−

3
2 ] + Cφε

≤ Cε−1φ̃ε.

In the end, we use the results previously obtained to prove the approximation Theorem 1.1

for the solution of the Kuramoto-Shivashinsky equation (1.1).

Proof of the Approximation Theorem 1.1 Using multiplier theorem to separate the

critical and non critical modes in Fourier space by so called the mode filters. Fix 0 < σ ≤ 1
8 .

Let χ be a C∞
0 cut off function with

χ(k) =

{
1, if k ∈ Ic = [−σ − 1, σ − 1] ∪ [1− σ, 1 + σ],
0, if k ∈ R\([−2σ − 1, 2σ − 1] ∪ [1− 2σ, 1 + 2σ]).

Then, we define the mode filter for the critical modes by

Ecu = F−1χFu,

and for the stable modes by

Es = 1− Ec.

Since Ec and Es are not projections, we define auxiliary mode filters Pc and Ps satisfying

PcEc = Ec and PsEs = Es by

Pcu = F−1χcFu,
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where χc is a C∞
0 cut off function defined as

χc(k) =

{
1, if k ∈ [−2σ − 1, 2σ − 1] ∪ [1− 2σ, 1 + 2σ],
0, if k ∈ R\([−3σ − 1, 3σ − 1] ∪ [1− 3σ, 1 + 3σ]),

and by

Psu = F−1(1 − χs)Fu,

where χs is a C∞
0 cut off function defined as

χs(k) =




1, if k ∈

[
− σ

2
− 1,

σ

2
− 1

]
∪
[
1− σ

2
, 1 +

σ

2

]
,

0, if k ∈ R\([−σ − 1, σ − 1] ∪ [1− σ, 1 + σ]).

Hence, due to disjoint supports in Fourier space, we can use that

Ec((Ecu) · (Ecv)) = 0. (5.3)

Now define

ψ(t) = εwA + ε2R = εwAc
+ ε2wAs

+ ε2Rc + ε3Rs, (5.4)

where wAc
= EcwA, wAs

= EswA, Rc = EcR and Rs = EsR, for short.

Substituting (5.4) into (1.1), we obtain

∂tRc + ε∂tRs = LRc + ε2νRc + ε2Rc∂xRc + εLRs + ε3νRs + ε4Rs∂Rs

+ ε∂x(wAc
wAs

) + ε∂x(wAc
Rc) + ε2∂x(wAc

Rs) + ε2∂x(wAs
Rc)

+ ε3∂x(wAs
Rs) + ε3∂x(RcRs)− ε−1∂tρc(ε

2t)− ∂tρs(ε
2t),

where ρ(T ) is defined in (5.1) and ρc = Ecρ, ρs = Esρ.

Applying the operators Pc and Ps, we obtain the following system

∂tRc = LRc + ε2νRc + ε∂xBc(Rc) + ε2∂xNc(Rc)

+ ε3∂xc(Rs) + ε∂xWc(wAs
)− ε−1∂tρc(ε

2t) (5.5)

and

∂tRs = LRs + ε2νRs + ∂xBs(Rc) + ε∂xNs(Rc)

+ ε2∂xs(Rs) + ∂xWs(wAs
)− ε−1∂tρs(ε

2t), (5.6)

where

B(Rc) =
1

2
εR2

c + wAc
Rc, N (Rc) = wAc

Rs + wAs
Rc,

(Rs) = wAs
Rs +RcRs +

1

2
εR2

s, W (wAs
) =

1

2
(ε− 1)w2

As
+ wAc

wAs
.
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Applying Ec into both sides of (5.5) and using (5.3), yields

∂tRc = LRc + ε2νRc + ε2∂xNc(Rc) + ε3∂xc(Rs)

+ ε∂xWc(wAs
)− ε−1∂tρc(ε

2t). (5.7)

Integrating from 0 to t, we obtain

Rc(t) = etLRc(0) +

∫ t

0

e(t−τ)L[ε2νRc + ε2∂xNc(Rc) + ε3∂xc(Rs)](τ)dτ

+ ε

∫ t

0

e(t−τ)L[∂xWc(wAs
)](τ)dτ − ε−1ρc(T ).

Taking ‖ · ‖∞ on both sides and using Lemma 3.1, yields

‖Rc(t)‖∞ ≤ ‖Rc(0)‖∞ + ε−1‖ρc(ε2t)‖∞ + Cε2
∫ t

0

‖Rc‖∞dτ

+ Cε2
∫ t

0

{1 + (t− τ)−
1
4 }‖Nc(Rc)‖∞dτ

+ Cε3
∫ t

0

{1 + (t− τ)−
1
4 }‖c(Rs)‖∞dτ

+ Cε

∫ t

0

{1 + (t− τ)−
1
4 }‖Wc(wAs

)‖∞dτ.

It is easy to bound Nc(Rc), c(Rs) and Wc(wAs
) as follows

‖N (Rc)‖∞ ≤ C‖Rs‖∞ + C‖Rc‖∞,
‖Wc(wAs

)‖∞ ≤ C,

‖c(Rs)‖∞ ≤ C‖Rs‖∞ + C‖Rc‖∞‖Rs‖∞ + Cε‖Rs‖2∞.

Thus, by using Lemma 3.4 (Gronwall’s lemma) with ‖Rc(0)‖∞ ≤ Cε−2φ̃ε, we obtain

‖Rc(t)‖∞ ≤ Cε−2φ̃ε. (5.8)

Analogously, for (5.6) we obtain

‖Rs(t)‖∞ ≤ Cε−2φ̃ε +

∫ t

0

{1 + (t− τ)−
1
4 }‖Rc‖∞dτ

≤ Cε−2φ̃ε + C sup
τ∈[0,t]

‖Rc(τ)‖∞

≤ Cε−2φ̃ε,

where we used (5.8). Hence,

sup
[0,ε−2T ]

‖R‖∞ ≤ sup
[0,ε−2T ]

‖Rs‖∞ + ε sup
[0,ε−2T ]

‖Rs‖∞ ≤ Cε−2φ̃ε. (5.9)

Since

ψ(t) = εwA + ε2R,
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we have

sup
t∈[0,ε−2T0]

‖ψ(t)− εvA(ε
2t)‖∞ ≤ ε sup

T∈[0,T0]

‖vA(T )− wA(T )‖∞ + ε2 sup
t∈[0,ε−2T0]

‖R(t)‖∞

≤ ε2 sup
T∈[0,T0]

‖B(T )e2ix‖∞ + ε3 sup
T∈[0,T0]

‖H(T )e3ix‖∞

+ ε3 sup
T∈[0,T0]

‖J(T )‖∞ + ε2 sup
t∈[0,ε−2T0]

‖R(t)‖∞

≤ Cφ̃ε.
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