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Abstract This paper deals with a constrained stochastic linear-quadratic (LQ for short)
optimal control problem where the control is constrained in a closed cone. The state process
is governed by a controlled SDE with random coefficients. Moreover, there is a random
jump of the state process. In mathematical finance, the random jump often represents the
default of a counter party. Thanks to the Itô-Tanaka formula, optimal control and optimal
value can be obtained by solutions of a system of backward stochastic differential equations
(BSDEs for short). The solvability of the BSDEs is obtained by solving a recursive system
of BSDEs driven by the Brownian motions. The author also applies the result to the mean
variance portfolio selection problem in which the stock price can be affected by the default
of a counterparty.
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1 Introduction

Linear-quadratic problem is an important optimal control problem. The feature of such a

problem is that the dynamic of the system is linear in the state and control variables and the

cost functional is quadratic in both of them. It was first considered by Kalman [10] (for the

deterministic control of ordinary differential equations, i.e., ODEs) and then extended to various

situations, for example stochastic LQ problems. One important application of stochastic LQ

optimal control theory is the continuous-time version of Markowitz’s mean-variance portfolio

selection problem, which is one fundamental problem in the mathematical finance.

It is well-known that one can give in explicit forms the optimal state feedback control

and the optimal value via the celebrated Riccati equation. In the deterministic case or the

stochastic case with deterministic coefficients, the Riccati equation is an ODE in the space

of symmetric matrixes. When the coefficients are random, the Riccati equation becomes a

backward stochastic differential equation. The theory of BSDEs was pioneered by Pardoux and

Peng [16]. It is closely related to the optimal control theory. See Yong and Zhou [19] on this

subject. For Riccati equations, the solvability is a very hard problem. Under some standard

assumptions of the coefficients, it is solved by Tang [17–18] by two different approaches. For

more details on this subject, see [3, 7, 17–18] and the references therein.
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In this paper, we consider the stochastic LQ problems with a random jump. Note that

similar problems have also been considered by [8, 14–15]. Our problem is different from theirs

from two apsects. One is that our system only has at most one jump. In mathematical finance,

this random jump represents the default, so sometimes we just call it the default time. In

a financial market, we know that the default of one firm has usually important influences on

the others. This has been shown clearly in the financial crisis. While the controlled processes

considered in those papers mentioned above are driven by a Poisson random measure, their

systems can have even infinitely many jumps. The other difference is that the control in our

problem is constrained in a closed cone. In the mean-variance problem, this means that there

are some restrictions on the trading strategy of the investor. In this paper, we shall consider the

mean-variance portfolio selection problem for an investor who invests in a risky asset exposed

to a counterparty risk. The investor is also not allowed to short sell. Thus we have to solve

a constraint LQ problem with a random jump. We only consider the problem for the case

that the state variable is scalar-valued. How to solve it in the multi-dimensional case is still a

problem, but the scalar-valued case is sufficient to cover many important practical applications

especially in the financial area.

To get the optimal control and the optimal value, we must first get the Riccati equation.

Note that, due to the constraint, the value function is no longer quadratic with respect to the

initial value. But one can easily show that the value function V is positive homogeneous since

the control is constrained in a closed cone. That is

V (t, x) =
1

2
Ptx

+,2 +
1

2
Ntx

−,2,

where P and N satisfy the following BSDEs:




dPt = −{2(AtPt− − λ̃tEtPt−) + 〈Ct, Zt〉+Qt

+h+(t, Pt−, Zt, Zt,Λt +Nt−)}dt+ ZtdWt + ZtdMt,

PT = G,

(1.1)





dNt = −{2(AtNt− − λ̃tEtNt−) + 〈Ct, Zt〉+Qt

+h−(t, Nt−,Λt,Λt, Zt + Pt−)}dt+ ΛtdWt + ΛtdMt,

NT = G.

(1.2)

Thus we are still able to get a system of BSDEs, sometimes called extended Riccati equation,

that characterizes the optimal control and the optimal value. We can see that the BSDEs are

coupled and have a random jump. Note that multi-dimensional backward Riccati equations

have also been considered by K. Mitsui and Y. Tabata [15]. But their equations are multi-

dimensional because the state processes in [15] are multi-dimensional. To solve such equations,

we use the method originated by Ankirchner et al [1] and further developed by Kharroubi and

Lim [11]. Through the decomposition of processes with respect to the progressive enlargement

of filtrations, we link the BSDEs we want to solve with a family of Brownian BSDEs. By

proving the solvability of the Brownian BSDEs, we are able to solve the original BSDEs. If

there is no jump, the equations will be decoupled and this is the exact equation considered by

Hu and Zhou [7].

The rest of the paper is organized as follows. In Section 2, we formulate the problem. In

Section 3, we derive the form of the extend Riccati equations and prove its solvability in two
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cases. In Section 4, we give the state feedback optimal control and the optimal value via the

Riccati equations. The application to mean-variance problem is in Section 5.

2 The Model and Assumptions

In this paper, we assume throughout that (Ω,F ,P) is a given probability space and that Wt

is a k-dimensional standard Brownian motion defined on this space with W0 = 0. Let {Ft} be

the augmentation of σ{Ws | 0 ≤ s ≤ t}. In addition, let τ be a random time. Define

Gt =
⋂

s≥t

Fs ∨ σ(1τ≤s),

which is the smallest filtration containing {Ft} that makes τ a stopping time and satisfies the

usual condition.

Throughout this paper, we denote the inner product of Rm by 〈·, ·〉. If M ∈ Sn is pos-

itive (positive semi-) definite, we write M > (≥) 0. Let F = {Ft} be a filtration. Denote

by P(F) the σ-field of F-predictable measurable subsets of Ω × R+. Suppose that f is a Rn-

valued square integrable process
(
i.e., E

[ ∫ T

0 |fs|
2ds

]
< ∞

)
. If f is F-adapted, we shall write

f ∈ L2
F
([0, T ],Rn); if f is F-predictable, then f ∈ L2([0, T ] × Ω,P(F),Rn). Similarly, de-

note by L∞
F
([0, T ],Rn) (L∞([0, T ]×Ω,P(F),Rn)) the set of all bounded adapted (predictable)

processes. Furthermore denote by S∞
F
([0, T ],Rn) ((S2

F
([0, T ],Rn)) the set of processes that

belong to L∞
F
([0, T ],Rn) (L2

F
([0, T ],Rn)) with continuous paths. These definitions general-

ize in the obvious way to the case when f is Rn×m- or Sn-valued. Moreover, we say that

N ∈ L2([0, T ] × Ω,P(F),Sn) is positive (positive semi-) definite, which is sometimes denote

by N > (≥) 0, if N(t, ω) > (≥) 0 for a.e. t ∈ [0, T ] and P-a.s., and say that N is uniformly

positive definite if N(t, ω) ≥ cIn for a.e. t ∈ [0, T ] and P-a.s. with some deterministic con-

stant c, where In is the n-dimensional identity matrix. Finally, for any real number, we define

x+ = max{x, 0}, x− = max{−x, 0}, x+,2 = (x+)2 and x−,2 = (x−)2.

In the sequel, we shall make the following assumptions on the random time τ . For any

t ∈ [0, T ], the conditional distribution of τ under Ft admits a density with respect to Lebsegue

measure, i.e., there exists an Ft⊗B(R+)-measurable positive function (ω, θ) → αt(θ) such that

P [τ ∈ dθ|Ft] = αt(θ)dθ. (2.1)

Note that for any θ ≥ 0, the process {αt(θ), 0 ≤ t ≤ T } is a F-martingale. Moreover we assume

that the family of densities satisfy αT (t) = αt(t) for all 0 ≤ t ≤ T .

Remark 2.1 In the finance, the random time τ usually represents the default of a coun-

terparty. The density hypothesis is usually used in the theory of enlargement of filtrations. It

was introduced in the notes of Jeulin and Yor [9] and recently adopted by El Karoui et al [4]

for credit risk modelling. Note that we have P [τ > t||Ft] = P [τ > t||FT ]. This is related to the

so-called immersion hypothesis meaning that any square integrable F-martingale is a square

integrable G-martingale.

Let Lt = 1{τ≤t}. Then L is a {Gt}-submartingale. We shall have the following assumption.
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Assumption 2.1 There exists an F-predicable bounded nonnegative process λ such that

Mt := Lt −

∫ t

0

(1 − Ls−)λsds (2.2)

is a martingale with respect to {Gt}.

We also define λ̃s := (1−Ls−)λs. Let us mention that λ can be explicitly expressed by the

conditional density (see [4]). In fact, λt =
αt(t)
G(t) , where G(t) = P [τ > t||Ft] =

∫∞

t
αt(θ)dθ. Now

we give one example that the assumption holds.

Example 2.1 Let β be a bounded nonnegative {Ft}-predictable process such that

∫ ∞

0

βsds = +∞ a.s.

and Θ an exponential distributed random variable that is independent of the Brownian motion

W . Define the random time

τ = inf
{
t;

∫ t

0

λsds > Θ
}
.

Then one can show that αt(θ) = E[βθe
−

∫
θ

0
βsds|Ft] and λt = βt. Thus the assumption is

satisfied. We refer the readers to the monograph of Jeanblanc et al. [2] for the details and its

application in mathematical finance.

Remark 2.2 Let φ be a {Gt}-predictable process. Then it can be represented as

φt = φ01{t≤τ} + φ1
t (τ)1{τ<t}, (2.3)

where φ0 is F-predictable and φ1 is P(F)⊗ B(R)-measurable.

Consider the following controlled linear SDE:





dXs = {AsXs− +Bsus}ds+ {CsXs− +Dsus}dWs

+{EsXs− + Fsus}dMs, t ≤ t ≤ T,

Xt = x.

(2.4)

The coeifficients A,B,C,D,E, F are {Gt}-predictable processes, and x ∈ R is a nonrandom

scalar. Precise assumptions on these coefficients will be specified below. Let Γ ⊆ Rm be a given

closed cone. A typical example of such a cone is Γ = Rm
+ . The class of admissible controls is the

set U := L2([0, T ]×Ω,P(G),Γ), i.e., the square integrable Γ-valued {Gt}-predictable processes.

The cost is given by

J(t, x, u) := EGt

[1
2
GX2

T +
1

2

∫ T

t

(QrX
2
r + 〈Rrur, ur〉)dr

]
. (2.5)

The optimal control problem is to minimize the cost functional over all admissible controls.

Define the value function by

V (t, x) = essinf
u∈U

J(t, x, u).

We have the following assumptions on the coefficients.
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Assumption 2.2

A,Q ∈ L∞([0, T ]× Ω,P(G),R), B ∈ L∞([0, T ]× Ω,P(G),Rm),

C ∈ L∞([0, T ]× Ω,P(G),Rk), D ∈ L∞([0, T ]× Ω,P(G),Rk×m),

E ∈ L∞([0, T ]× Ω,P(G),R), F ∈ L∞([0, T ]× Ω,P(G),Rm),

R ∈ L∞([0, T ]× Ω,P(G),Sm), G ∈ L∞(GT ,R).

E(t, ω) ≥ −1, dtdP-a.s..

By Remark 2.2, we shall have the following decompositions of the processes:

i(t) = i0(t)1{t≤τ} + i1t (τ)1{τ<t}, (2.6)

where i0 is F-predictable and i1 is P(F)⊗ B(R)-measurable for i=A,B,C,D, E, F,R,Q. And

G = G01{t≤τ} +G1(τ)1{τ<t}, (2.7)

where G0 is FT -measurable and G1 is FT ⊗ B(R)-measurable.

3 Existence of Solutions for the Stochastic Riccati Equations

3.1 The form of the Riccati equations

In this section, we shall prove the existence of solutions for the extended stochastic Riccati

equations. First of all, we shall derive the formation of the Riccati equations. Note that the

admissible controls are Γ-valued and Γ is a closed cone. It means that for any u ∈ U and c ≥ 0,

cu also belongs to U . Since the controlled SDE is linear and the cost functional is quadratic, it

is obvious that the value function V is positive homogeneous, i.e., V (t, cx) = c2V (t, x) for all

c ≥ 0. Hence V is of the following form:

V (t, x) =
1

2
Ptx

+,2 +
1

2
Ntx

−,2. (3.1)

Assume that both P and N are semimartingales with the following decompositions:

dPt = ftdt+ ZtdWt + ZtdMt, PT = G, (3.2)

dNt = gtdt+ ΛtdWt + ΛtdMt, NT = G. (3.3)

Given any u ∈ U , X is the associated solution of (2.4). By the Itô-Tanaka formula, we have

1

2
X+,2

s =
1

2
X

+,2
t +

∫ s

t

X+
r dXr +

∫ s

t

1

2
1{Xr−≥0}d〈X

c〉r

+
∑

t<r≤s

(1
2
X+,2

r −
1

2
X

+,2
r− −X+

r−∆Xr

)
.

Note that X only has a jump at the time τ , i.e.,

∆Xs =

{
0, otherwise,
EτXτ− + Fτuτ , s = τ.
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Hence we get that

∑

t<r≤s

(1
2
X+,2

r −
1

2
X

+,2
r− −X+

r−∆Xr

)
=

∫ s

t

[f+
r (Xr−, Frur)−X+

r−(ErXr− + Frur)]dLr,

where f+
t (x, y) = 1

2 (x+ Etx+ y)+,2 − 1
2x

+,2. Thus

1

2
X+,2

s =
1

2
X

+,2
t +

∫ s

t

{
ArX

+,2
r− +X+

r−Brur + λ̃r(f
+
r (Xr−, Frur)

−X+
r−(ErXr− + Frur)) +

1

2
1{Xr−≥0}|CrXr− +Drur|

2
}
dt

+

∫ s

t

(CrX
+,2
r− +Xr− +Drur)dWr +

∫ s

t

f+
r (Xr−, Frur)dMr.

By (3.2) and Itô formula again,

1

2
PsX

+,2
s =

1

2
PtX

+,2
t +ms

+

∫ s

t

{
1{Xr−≥0}

{1

2
frX

2
r− + Pr−

(
ArX

+,2
r− +X+

r−Brur

− λ̃r(X
+
r−(ErXr− + Frur)) +

1

2
|CrXr− +Drur|

2
)

+ 〈CrX
2
r− +Xr−Drur, Zr〉

}
+ (Zr + Pr−)λ̃rf

+
r (Xr−, Frur)

}
dr, (3.4)

where ms is the local martingale part

ms =

∫ s

t

{
(CrX

+,2
r− +X+

r−Drur)Pr− +
1

2
X

+,2
r− Zr

}
dWr

+

∫ s

t

{
(Pr− + Zr)f

+
r (Xr−, Frur) +

1

2
X

+,2
r− Zr

}
dMr.

Similarly, we also have

1

2
NsX

−,2
s =

1

2
NtX

−,2
t + ns

+

∫ s

t

{
1{Xr−≤0}

{1

2
grX

2
r− +Nr−

(
ArX

−,2
r− −X−

r−Brur

+ λ̃r(X
−
r−(ErXr− − Frur)) +

1

2
|CrXr− +Drur|

2
)

+ 〈CrX
2
r− −X−

r−Drur,Λr〉
}
+ (Λr +Nr−)λ̃rf

−
r (Xr−, Frur)

}
dr, (3.5)

where f−
t (x, y) = 1

2 (x+ Etx+ y)−,2 − 1
2x

−,2 and

ns =

∫ s

t

[
(CrX

−,2
r− −X−

r−Drur)Nr− +
1

2
X

−,2
r− Λr

]
dWr

+

∫ s

t

[
(Nr− + Λr)f

−
r (Xr−, Frur) +

1

2
X

−,2
r− Λr

]
dMr.
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Combining (3.4) and (3.5) and letting s = T ,

1

2
GX2

T +
1

2

∫ T

t

(QrX
2
r + 〈Rrur, ur〉)dr

= V (t, x) +mT + nT

+

∫ T

t

{
1{Xr−≥0}

{1

2
frX

2
r− + Pr−

(
ArX

+,2
r− +X+

r−Brur − λ̃r(Xr−(ErXr− + Frur))

+
1

2
|CrXr− +Drur|

2
)
+ 〈CrX

2
r− +Xr−Drur,Λr〉

}
+ (Zr + Pr−)λ̃rf

+
r (Xr−, Frur)

+ (Λr +Nr−)λ̃rf
−
r (Xr−, Frur) +

1

2
QrX

2
r +

1

2
〈Rrur, ur〉

}
dr

+

∫ T

t

{
1{Xr−≤0}

{1

2
grX

2
r− +Nr−

(
ArX

−,2
r− −X−

r−Brur + λ̃r(X
−
r−(ErXr− − Frur))

+
1

2
|CrXr− +Drur|

2
)
+ 〈CrX

2
r− −X−

r−Drur,Λr〉
}
+ (Zr + Pr−)λ̃rf

+
r (Xr−, Frur)

+ (Λr +Nr−)λ̃rf
−
r (Xr−, Frur) +

1

2
QrX

2
r +

1

2
〈Rrur, ur〉

}
dr. (3.6)

We denote that

g+(r,Xr, ur) : = Pr−

(
ArX

+,2
r− +X+

r−Brur − λ̃r(Xr−(ErXr− + Frur))

+
1

2
|CrXr− +Drur|

2
)
+ 〈CrX

2
r− +Xr−Drur,Λr〉

+ (Zr + Pr−)λ̃rf
+
r (Xr−, Frur)

+ (Λr +Nr−)λ̃rf
−
r (Xr−, Frur) +

1

2
QrX

2
r +

1

2
〈Rrur, ur〉

and

g−(r,Xr, ur) : = Nr−

(
ArX

−,2
r− −X−

r−Brur + λ̃r(X
−
r−(ErXr− − Frur))

+
1

2
|CrXr− +Drur|

2
)
+ 〈CrX

2
r− −X−

r−Drur,Λr〉

+ (Zr + Pr−)λ̃rf
+
r (Xr−, Frur)

+ (Λr +Nr−)λ̃rf
−
r (Xr−, Frur) +

1

2
QrX

2
r +

1

2
〈Rrur, ur〉.

Since V is the value function, the integrand should always be positive. For some admissible

control u, if the integrand is zero and the local martingale part is in fact a martingale, then

taking conditional expectation, we have that it will be the optimal control. Hence we must

have that

frX
+,2
r ≥ −g+(r,Xr, ur) = −g+

(
r, 1,

ur

X+
r

)
X+,2

r .

Noting that Γ is a close cone, we have ur

X
+
r

∈ Γ, thus ft should satisfy

ft = − inf
v∈Γ

g(t, 1, v).

With a similar discussion, we see that P and N should be the solutions of the following system
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of BSDEs:




dPt = −{2(AtPt− − λ̃tEtPt−) + 〈Ct, Zt〉+Qt

+h+(t, Pt−, Zt, Zt,Λt +Nt−)}dt+ ZtdWt + ZtdMt,

PT = G,

(3.7)





dNt = −{2(AtNt− − λ̃tEtNt−) + 〈Ct, Zt〉+Qt

+h−(t, Nt−,Λt,Λt, Zt + Pt−)}dt+ ΛtdWt + ΛtdMt,

NT = G,

(3.8)

where

h+(t, p, q1, q2, q3)

= inf
u∈Γ

{2pBtu− 2pλ̃tFtu+ p|Ct +Dtu|
2 + 2〈Dtu, q1〉

+ 〈Rtu, u〉+ 2(q2 + p)λ̃tf
+
t (1, Ftu) + 2q3λ̃tf

−
t (1, Ftu)},

and

h−(t, p, q1, q2, q3)

= inf
u∈Γ

{−2pBtu+ 2pλ̃tFtu+ p|−Ct +Dtu|
2 − 2〈Dtu, q1〉

+ 〈Rtu, u〉+ 2q3λ̃tf
+
t (−1, Ftu) + 2(q2 + p)λ̃tf

−
t (−1, Ftu)}.

3.2 The solvability of the equations

We have the following definitions on the solutions of the equations.

Definition 3.1 We say that a pair of stochastic processes (P,Z, Z) ∈ L∞([0, T ]×Ω,P(G))×

L2([0, T ]×Ω,P(G))×L2([0, T ]×Ω,P(G)) is a solution to BSDE (3.7) if it satisfies the equation

in the Itô sense as well as the terminal condition and the constraint that R + PD′D > 0. A

solution (P,Z, Z) is called positive (resp. nonnegative) if P > 0 (resp. P ≥ 0) and called

uniformly positive if P ≥ c > 0. These definitions extent in the obvious way to the solutions of

the BSDEs defined in the rest part of the paper.

Before we solve the equation, let us emphasize some properties of h±. First, it is obvious

that

h±(t, p, q1, q2, q3) ≤ p|Ct|
2 + 2(q2 + p)λ̃s. (3.9)

Assume that p, q2 + p, q3 ≥ 0, we see that

h±(t, p, q1, q2, q3) ≥ inf
u
{C{〈(Rt + pD′

tDt)u, u〉 − (|p|+ |q1|)|u|}

+ p|Ct|
2 − (p+ q2)λ̃t}. (3.10)

Moreover, if |p|, |q1|, |q2|, |q3| ≤ n, by (3.10), the infimum will be obtained in a bounded subset

of Γ, hence is in fact a minimum and h± are continuous with respect to (p, q1, q2, q3) in this

situation.
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Note that we get a multidimensional BSDE with quadratic growth in z. In general, there

may be no solution for the system. See Hu and Tang [5] for an existence result and more details

on this subject. To solve the equation, we use the approach originated by Ankirchner et al [1]

and further developed by Kharroubi and Lim [11]: One can explicitly construct a solution by

combining solutions of an associated family of Brownian BSDEs. Fortunately, we shall see that

we can solve these equations separately. To illustrate the idea, we give a simple example taken

from [11]. Consider the following BSDE:

{
−dYt = f(Ut)dt− UtdLt, 0 ≤ t ≤ T,

YT = c1T<τ + h(τ)1τ≤T .
(3.11)

To solve it, we first solve a recursive system of Brownian BSDEs:





Y 1
t (θ) = h(θ) + f(0)(T − t), θ ∧ T ≤ t ≤ T,

Y 0
t = c+

∫ T

t

f(Y 1
s (s)− Y 0

s )ds, 0 ≤ t ≤ T.

Define the process (Y, U) by

{
Yt = Y 0

t 1t<τ + Y 1
t (τ)1t≥τ , 0 ≤ t ≤ T,

Ut = (Y 1
t (t)− Y 0

t )1t≤τ , 0 ≤ t ≤ T.

By Itô formula, we have

dYt = (1− Lt)dY
0
t + LtdYt − Y 0

t dLt + Y 1
t dLt

= (1− Lt)f(Y
1
t (t)− Y 0

t )dt+ (Y 1
t (t)− Y 0

t )dLt

= f(Ut)dt+ UtdLt.

It is also easy to see that YT also satisfies the terminal condition. Thus (Y, U) we define is a

solution to (3.11).

Note that such a method is still valid in more complicate situations (see [11] and Theorem

3.1 below). We first decompose the BSDEs into two parts: The before default part and the

after default part. Thus we have the following BSDEs:





dP 1
t (θ) = −{2A1

t (θ)P
1
t (θ) + 〈C1

t (θ), Z
1
t (θ)〉+Q1

t (θ)

+h+(θ)(t, P 1
t (θ), Z

1
t (θ))}dt+ Z1

t (θ)dWt, θ ≤ t ≤ T,

P 1
T (θ) = G1(θ),

(3.12)

where

h+(θ)(t, p, q) = inf
u∈Γ

{2pB1
t (θ)u+ p|C1

t (θ) +D1
t (θ)u|

2 + 2〈D1
t (θ)u, q〉+ 〈R1

t (θ)u, u〉}.

And




dN1
t (θ) = −{2A1

t (θ)N
1
t (θ) + 〈C1

t (θ),Λt(θ)〉+Q1
t (θ)

+h−(θ)(t, N1
t (θ),Λ

1
t (θ))}dt+ Λ1

t (θ)dWt, θ ≤ t ≤ T,

N1
T (θ) = G1(θ),

(3.13)
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where

h−(θ)(t, p, q) = inf
u∈Γ

{−2pB1
t (θ)u+ p|−C1

t (θ) +D1
t (θ)u|

2 − 2〈Dt(θ)u, q〉+ 〈R1
t (θ)u, u〉}.

Moreover




dP 0
t = −{2(A0

tP
0
t − λtE

0
t P

0
t ) + 〈C0

t , Z
0
t 〉+Q0

t

+h+
0 (t, P

0
t , Z

0
t , P

1
t (t)− P 0

t , N
1
t (t)) + λt(P

1
t (t)− P 0

t )}dt

+Z0
t dWt, 0 ≤ t ≤ T,

P 0
T = G0,

(3.14)

where

h+
0 (t, p, q, l1, l2)

= inf
u∈Γ

{2pB0
t u− 2pλtF

0
t u+ p|C0

t +D0
t u|

2 + 2〈D0
tu, q〉

+ 〈R0
tu, u〉+ (l1 + p)λt{(1 + E0

t + F 0
t u)

+,2 − 1}+ l2λt(1 + E0
t + F 0

t u)
−,2}.

And




dN0
t = −{2(A0

tN
0
t − λtE

0
tN

0
t ) + 〈C0

t ,Λ
0
t 〉+Q0

t

+h−
0 (t, N

0
t ,Λ

0
t , P

1
t (t), N

1
t (t)−N0

t ) + λt(N
1
t (t)−N0

t )}dt

+Λ0
tdWt, 0 ≤ t ≤ T,

N0
T = G0,

(3.15)

where

h−
0 (t, p, q, l1, l2)

= inf
u∈Γ

{−2pB0
tu+ 2pλtF

0
t u+ p|−C0

t +D0
tu|

2 − 2〈D0
t u, q〉

+ 〈R0
tu, u〉+ l1λt(−1− E0

t + F 0
t u)

+,2 + (l2 + p)λt{(−1− E0
t + F 0

t u)
−,2 − 1}}.

Note that we have

h+(t, p, q1, q2, q3) = h+
0 (t, p, q1, q2, q3)1{t<τ} + h+(τ)(t, p, q1)1τ≤t

and

h−(t, p, q1, q2, q3) = h−
0 (t, p, q1, q3, q2)1{t<τ} + h−(τ)(t, p, q1)1τ≤t.

We use the following theorem from [11].

Theorem 3.1 Assume that for all θ ∈ R+, the Brownian BSDEs (3.12)–(3.13) admit

solutions (P 1(θ), Z1(θ)), (N1(θ),Λ1(θ)) ∈ S∞
F
[0, T ] × L2

F
[0, T ], and that the Brownian BSDEs

(3.14)–(3.15) have solutions (P 0, Z0), (N0,Λ0) ∈ S∞
F
[0, T ] × L2

F
[0, T ]. Assume moreover that

P 1(θ) and N1(θ) (resp. Z1(θ) and Λ1(θ)) are F⊗B(R+) (resp. P(F)⊗B(R+))-measurable. If

all these solutions satisfy

sup
θ

‖P 1(θ)‖S∞

F
[0,T ], sup

θ

‖N1(θ)‖S∞

F
[0,T ] < ∞
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and

E
[ ∫

R+

{∫ θ∧T

0

(|Z0
s |

2 + |Λ0
s|

2)ds+

∫ T

θ∧T

(|Z1
s (θ)|

2 + |Λ1
s(θ)|

2)ds
}
αT (θ)dθ

]
< ∞

then BSDEs (3.7)–(3.8) admit solutions (P,Z, Z), (N,Λ,Λ) ∈ L∞([0, T ]×Ω,P(G))×L2([0, T ]×

Ω,P(G))× L2([0, T ]× Ω,P(G)) given by




Pt = P 0
t 1t<τ + P 1

t (τ)1τ≤t,

Zt = Z0
t 1t≤τ + Z1

t (τ)1τ<t,

Zt = (P 1
t (t)− P 0

t )1t≤τ .

Nt = N0
t 1t<τ +N1

t (τ)1τ≤t,

Λt = Λ0
t1t≤τ + Λ1

t (τ)1τ<t,

Λt = (N1
t (t)−N0

t )1t≤τ .

For the proof of this theorem, the reader can see [11, Theorem 3.1].

Remark 3.1 Below, we shall prove the existence of the solutions for any given θ. Then we

can choose P 1 and N1 (resp. Z1 and Λ1) as F ⊗ B(R+) (resp. P(F) ⊗ B(R+)) -measurable

processes. Indeed we know (see [12]) that one can construct (P 1, Z1) and (N1,Λ1) as limits of

solutions to Lipschitz BSDEs. From [11, Proposition C.1], we get P 1 and N1 (resp. Z1 and

Λ1) as limits of F⊗B(R+) (resp. P(F)⊗B(R+))-measurable processes, hence also measurable.

We shall deal with the following two cases:

Standard case. Q ≥ 0, R > 0 with R−1 ∈ L∞([0, T ]× Ω,P(G),Rm×m) and G ≥ 0.

Singular case. Q ≥ 0, R ≥ 0, G > 0 with G−1 ∈ L∞([0, T ]×Ω,P(G),R) and D′D > 0 with

(D′D)−1 ∈ L∞([0, T ]× Ω,P(G),Rm×m).

For the BSDE (3.12) (resp. (3.13)), we have the following theorem.

Theorem 3.2 Under Assumption 2.2, given any θ, for the standard case, there exists a

unique bounded, nonnegative maximal solution (P 1(θ), Z1(θ)) (resp. (N1(θ),Λ1(θ))) for (3.12)

(resp. (3.13)). For the singular case, there exists a bounded, uniformly positive solution. More-

over, we have



sup
θ

(‖P 1(θ)‖S∞

F(0,T )
+ ‖Z1(θ)‖L2

F(0,T )
) < ∞,

sup
θ

(‖N1(θ)‖S∞

F(0,T )
+ ‖Λ1(θ)‖L2

F(0,T )
) < ∞.

(3.16)

Proof For the proof of existence of solutions for the extended backward Riccati equations,

we refer to [7, Theorems 4.1–4.2]. Now we prove (3.16).

For the standard case, we know that (see [7]), there exists a constant c1 which only depends

on the bound of the coefficents A,B,C,D,R,G, such that

‖P 1(θ)‖S∞

F(0,T )
≤ c1.

Thus the norm is uniformly bounded in θ. By (3.10), one can find two constants C1, C2 > 0

such that

p|C1
t (θ)|

2 ≥ h+(θ)(t, p, q) ≥ −
C2

1 (p+ |q|)2

C2
+ p|C1

t (θ)|
2. (3.17)
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Applying Itô formula to (P 1
t (θ))

2, we have

(P 1
t (θ))

2 +

∫ T

t

|Z1
r (θ)|

2dr

= (P 1
T (θ))

2 +

∫ T

t

P 1
r (θ){2A

1
r(θ)P

1
r (θ) + 〈C1

r (θ), Z
1
r (θ)〉+Q1

r(θ)

+ h+(θ)(r, P 1
r (θ), Z

1
r (θ))}dr +

∫ T

t

P 1
r (θ)Z

1
r (θ)dWr .

By the boundness and non-negativity of P and the inequality (3.17), taking expectation, we

get that

‖Z1(θ)‖L2
F(0,T )

< c2,

with the constant c2 independent of θ. Hence we finish the proof for the standard case.

For the singular case, there will be a constant c3 > 0 independent of θ such that

c3 ≥ P 1(θ) ≥ c−1
3 .

In this case, we have

h+(θ)(t, p, q) ≥ −
C1(p+ |q|)2

pC2
+ p|C1

t (θ)|
2.

Following the same argument as above, we prove the theorem.

Now we show the existence of the solution to (3.14) and (3.15). We only proof it for (3.14),

since the proof is same for (3.15).

Theorem 3.3 Under Assumptions 2.1 and 2.2, for the standard case there exists a bounded,

nonnegative solution (P 0, Z0) to the BSDE (3.14). And it will be uniformly positive in the

singular case.

Proof For the standard case, let us first consider the following BSDE:




dP ′
t = −{2(A0

t − λtE
0
t )P

′
t + 〈C0

t , Z
′
t〉) + (|C0

t |
2 − λt)P

′
t +Q0

t

+(1 + E0
t )

2λtP
1
t (t)}dt+ Z ′

tdWt,

P ′
T = G0.

(3.18)

This is a linear BSDE with bounded coefficients and with Q0, P 1
t (t) ≥ 0 and G0 ≥ 0. Hence

there exists a unique nonnegative, bounded solution (P ′, Z ′). Denote by c1 > 0 the upper

bound for P ′. Now consider the following BSDE:




dPt = −{2(A0
t − λtE

0
t )Pt + 〈C0

t , Zt〉)− λtPt +Q0
t

+F (t, Pt, Zt)}dt+ ZtdWt,

PT = G0,

(3.19)

where the function F is defined by

F (t, p, q) := [h0(t, p, q, P 1
t (t)− p,N1

t (t)) + λtP
1
t (t)]g1(p

+),

whereas g1 : R+ → [0, 1] is a smooth truncation function satisfying g1(x) = 1 for x ∈ [0, c1],

and g1(x) = 0 for x ∈ [2c1,+∞). Note that F satisfies the hypothesis (H1) of [12] thanks to
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the role of the truncation function g1. According to [12], there is a bounded maximal solution

(P,Z) to BSDE (3.19) (see [12, p. 565] and Theorem 2.3 for its definition and proof). Now

as F (t, p, q) ≤ |C0
t |

2p + (1 + E0
t )

2λtP
1
t (t) and (P ′, Z ′) is the only, hence maximal, bounded

solution to (3.18), we get that P ≤ P ′ ≤ c1. Moreover, noting that G ≥ 0, Q ≥ 0 and

F (t, p, q) ≥ −C1(p+|q|)2

C2
g1(P

+), we conclude that P ≥ 0 since (0, 0) is a solution to (3.19) with

Q0 = 0, G0 = 0 and F (t, p, q) replaced by −C1(p+|q|)2

C2
g1(P

+). This proves that (P,Z) is a

bounded nonnegative solution to (3.14).

For the singular case, we consider the following BSDE:





dP̃t = −{2(A0
t − λtE

0
t )P̃t + 〈C0

t , Z̃t〉)− λtP̃t +Q0
t

+H(t, P̃t, Z̃t)}dt+ Z̃tdWt,

P̃T = G0,

where

H(t, p, q) := −[p(B0
t − λtF

0
t ) + (C0

t p+ q)D0
t ]p

−1((D0
t )

′D0
t )

−1[p(B0
t − λtF

0
t ) + (C0

t p+ q)D0
t ]

′.

This is the BSDE studied in [6, 13]. By [6, Lemma 4.1], there exists a unique bounded, uniformly

positive solution (P̃ , Z̃). Denote by c2 the lower bound for P̃ . Now, let us consider the following

BSDE:




dPt = −{2(A0
t − λtE

0
t )Pt + 〈C0

t , Zt〉)− λtPt +Q0
t

+F̃ (t, Pt, Zt)}dt+ ZtdWt,

PT = G0,

(3.20)

where the function F̃ is given by

F̃ (t, p, q) := [h0(t, p, q, P 1
t (t)− p,N1

t (t)) + λtP
1
t (t)]g2(p

+)

with g2 : R+ → [0, 1] being another smooth truncation function satisfying g2(x) = 0 for

x ∈
[
0, 1

c2

]
and g2(x) = 1 for x ≥ c2. With similar discussion as in the standard case, there exists

a bounded, maximal solution (P,Z) of BSDE (3.20). Noting that F̃ (t, p, q) ≥ H(t, p, q)g2(p
+),

the maximal solution argument gives

P ≥ P̃ ≥ c2.

This means that (P,Z) is actually a bounded, uniformly positive solution to the BSDE (3.14).

Combining Theorems 3.1–3.3, we show that there exist bounded solutions for the system of

BSDE (3.7) (resp. (3.8)).

Theorem 3.4 Under Assumptions 2.1 and 2.2, either in the standard case or the singular

case, there exists a bounded, nonnegative solution (P,Z, Z) (resp. (N,Λ,Λ)) for the BSDE (3.7)

(resp. (3.8)). The solution will be uniformly positive in the singular case. Furthermore, we have

that

‖Z‖L∞ ≤ 2‖P‖L∞, ‖Λ‖L∞ ≤ 2‖N‖L∞

and

Zt + Pt−,Λt +Nt− ≥ 0.
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4 Solve the Constrained LQ Problem

In this section we give the optimal control for the LQ problem by the solutions to the system

of BSDEs for both standard and singular case. Define

ξ+(t) := argmin
u∈Γ

h+(t, Pt−, Zt, Zt, Nt− + Λt),

ξ−(t) := argmin
u∈Γ

h−(t, Nt−,Λt,Λt, Pt− + Zt).

Note that the minimizers are achievable due to the discussion in the above section and Γ is

closed. By the definition, ξ+ and ξ− also have the following decompositions:

ξ±(t) = ξ±0 (t)1t≤τ + ξ±1 (t, τ)1τ<t.

Theorem 4.1 In both the standard and singular cases, let (P,Z, Z), (N,Λ,Λ) ∈ L∞([0, T ]×

Ω,P(G))×L2([0, T ]×Ω,P(G))×L∞([0, T ]×Ω,P(G)) be the bounded, nonnegative solutions to

BSDEs (3.7) and (3.8) (uniformly positive in singular case). Then the following state feedback

control

u∗(t) = ξ+(t)X+
t + ξ−(t)X−

t (4.1)

is the optimal control for the LQ problem. Moreover, the value function is

V (t, x) =
1

2
Ptx

+,2 +
1

2
Ntx

−,2.

Proof Now consider the state feedback control:




dXs = {AsXs− +Bs(ξ
+(s)X+

s− + ξ−(s)X−
s−)}ds

+{CsXs− +Ds(ξ
+(s)X+

s− + ξ−(s)X−
s−)}dWs

+{EsXs− + Fs(ξ
+(s)X+

s− + ξ−(s)X−
s−)}dMs,

Xt = x.

(4.2)

By the lemma that follows, this equation has a càdlàg (left limit right continuous) solution. Let

(u,X) be any admissible control and the corresponding state process and (u∗, X∗) the state

feedback control (4.1) and the state process. Following the discussion in Section 3, we see that

the Lebesgue integrands in (3.6) are always positive. Define the following stopping time κn:

κn = inf
{
s;

∫ s

t

(|Xr|
2
+ |Xrur|

2 + |X+,2
r Zr|

2 + |X−,2
r Λr|

2)dr ≥ n
}
∧ T.

Obviously, κn is an increasing sequence of stopping time and converging to T almost surely.

Hence taking integration from t to κn and then taking conditional expectation in (3.6), we have

EGt

[1
2
Pκn

X+,2
κn

+
1

2
Nκn

X−,2
κn

+

∫ κn

t

{QrX
2
r + 〈Rrur, ur〉}dr

]
≥

1

2
Ptx

+,2 +
1

2
Ntx

−,2.

Letting n → ∞ and noting that the processes P and N are quasi-left continuous, from the

dominated convergence theorem, we have

J(t, x, u) ≥
1

2
Ptx

+,2 +
1

2
Ntx

−,2.
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We are now going to prove that u∗ ∈ L2([0, T ] × Ω,P(G)). Once we prove this, the analysis

above shows that

J(t, x, u∗) =
1

2
Ptx

+,2 +
1

2
Ntx

−,2,

because the Lebesgue integrand in (3.6) is identically zero.

In the standard case, denote by c the constant such that R ≥ cIn. Then we have

cE
[∫ κn

t

|u∗(s)|2ds
]
≤ E

[1
2
Ptx

+,2 +
1

2
Ntx

+,2
]
.

This implies that u∗ ∈ L2([0, T ] × Ω,P(G)). For the singular case, construct a sequence of

stopping time as follows

θn = inf
{
s ≥ t

∣∣∣
∫ s

t

(|X∗
r−|

2
+ |CrX

∗
r− +Dru

∗
r|

2 + λ̃r|ErX
∗
r− + Fru

∗
r|

2)dr ≥ n
}
∧ T.

We rewrite the equation (4.2) as a kind of BSDE with a random terminal time:
{
dX∗

s = {[A−B(D′D)−1D′C]X∗
s− +B(D′D)−1D′zs}ds+ zsdWs + zsdMs,

X∗
κn∧θn

= X∗
κn∧θn

with zs = CsX
∗
s− +Dsu

∗
s, zs = EsX

∗
s− + Fsu

∗
s.

Denote by

f(s) := [A−B(D′D)−1D′C]X∗
s− +B(D′D)−1D′zs.

Applying Itô formula to (X∗
s )

2, we get that

d(X∗
s )

2 = X∗
s−f(s) + z2s + λ̃sz

2
sds+X∗

s−zsdWs +X∗
s−zsdMs.

Then as in the standard estimation for the BSDE, we have

E
[ ∫ κn∧θn

t

(|X∗
s |

2 + |zs|
2 + λ̃sz

2
s)ds

]
≤ c̃E[|X∗|2κn∧θn

] ≤
c̃

c
E
[1
2
Ptx

+,2 +
1

2
Ntx

+,2
]
.

Appealing to Fatou’s lemma, we conclude that X∗, z ∈ L2([0, T ] × Ω,P(G)). This in turn

implies that u∗ ∈ L2([0, T ]× Ω,P(G)).

Lemma 4.1 The equation (4.2) has a càdlàg solution.

Proof Before the proof, let us illustrate the meaning of such a SDE. First, the dynamic of

X is governed by a Brownian SDE. Then at the random τ = θ, a jump of X is induced. The

size of the jump is related to X and θ the time that the jump happens. After the jump, X still

evolves according to a Brownian SDE, but the coefficients of the SDE may be changed based on

the jump time. So we can solve the SDE by decomposing it into two parts: The before default

part and the after default part. We shall rewrite the SDE (4.2) into the following form:

dXt = {ÃtX
+
t− + ÂtX

−
t−}dt+ {C̃tX

+
t− + ĈtX

−
t−}dWt

+ {ẼtX
+
t− + ÊtX

−
t−}dLt, (4.3)

where the coefficients are

Ãt = At − λ̃tEt +Btξ
+
t − λ̃tFtξ

+
t ,

Ât = −At + λ̃tEt +Btξ
−
t − λ̃tFtξ

−
t ,

C̃t = Ct +Dtξ
+
t , Ĉt = −Ct +Dtξ

−
t ,

Ẽt = Et + Ftξ
+
t , Êt = −Et +Dtξ

−
t .
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Note that Ãt has the following form:

Ãt = Ã0
t1t≤τ + Ã1

t (τ)1τ<t

with some F-predictable process Ã0 and P(F) × B(R+)-measurable process Ã1. This is also

true for the other coefficients. We shall use similar notations for the decompositions.

Now consider the following SDEs:

{
dX0

s = {Ã0
s(X

0
s )

+ + Â0
s(X

0
s )

−}ds+ {C̃0
s (X

0
s )

+ + Ĉ0
s (X

0
s )

−}dWs,

X0
t = x

and





dX1
s (θ) = {Ã1

s(θ)(X
1
s (θ))

+ + Â1
s(θ)(X

1
s (θ))

−}ds

+{C̃1
s (θ)(X

1
s (θ))

+ + Ĉ1
s (θ)(X

1
s (θ))

−}dWs,

X1
θ (θ) = X0

θ + Ẽθ(X
0
θ )

+ + Êθ(X
0
θ )

−.

Each SDE has a unique continuous F-adapted solution (see [7, Lemma 5.1]). Then it is obvious

that the process Xt = X0
t 1t<τ +X1

t (τ)1τ≤t is a solution to (4.3), hence a solution to (4.2).

5 Application to Portfolio Selection

For simplicity, we consider a financial market consisting of a bank account and one stock.

We suppose that the Brownian motion W is one dimensional and F is the filtration generated by

it and satisfying the usual condition. The value of the bank count, S0(t), satisfies an ordinary

differential equation:

dS0(t) = rtS0(t)dt,

S0(0) = s0,

where rt is deterministic. The dynamic of the risky asset is affected by other firms, the coun-

terparties, which may default at some random time denoted by τ . When the default happens,

it may induce a jump in the asset price and change the dynamic of the stock. But this asset

still exists and can be traded after the default of the counterparties. More precisely, let the

process Lt and the filtration G be what we defined in Section 2. Before the default, the stock

price is governed by the following SDE:

dS0
t = S0

t (b
0
tdt+ σ0

t dWt), S0
0 = s,

where the coefficients are F-measurable. We denote by S1
t (θ), t ≥ θ the price of the stock after

the default if the default time is at time θ. At the default time τ , the price has a jump

S1
θ (θ) = S0

τ−(1− γθ).

After the default, there is a change of regime in the coefficients depending on the default. For

example, if a downward jump on the stock price is induced at default time τ = θ, the rate of

the return b1(θ) should be smaller than the rate of return b0 before the default, and this gap
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should be increasing when the default occurs early. The stock price is still governed by an SDE

for default time τ = θ:

dS1
t (θ) = S1

t (θ)(b
1
t (θ)dt + σ1

t (θ)dWt), S1
θ (θ) = S0

θ−(θ)(1 − λθ).

Denoting by b and σ the G-predictable processes bt = b0t1t≤τ + b1t (τ)1t>τ and σt = σ0
t 1t≤τ +

σ1
t (τ)1t>τ , we rewrite the price process S as

dSt = St−(btdt+ σtdWt + γtdLt), S0 = s0.

Consider now an invest strategy that can trade continuously in this market. This is math-

ematically quantified by a G-predictable process π called self-financed trading strategy. It

represents the money invested in the stock at time t. By Remark 2.2, we know that it has the

form πt = π0
t 1t≤τ + π1

t (τ)1τ<t. Then the wealth process X is given by

Xt = X0
t 1t<τ +X1

t 1t≥τ ,

where X0 is the wealth process in the default-free market, governed by

dX0
t = rtXt + π0

t ((b
0
t − rt)dt+ σ0

t dWt), X0
0 = x0,

and X1(θ) is the wealth process after the default at time τ = θ, governed by

{
dX1

t (θ) = rtX
1
t (θ) + π1

t (θ)((b
1
t (θ)− rt)dt+ σ1

t (θ)dWt),

X1
θ (θ) = X1

θ−(θ)− π1
t (θ)γθ.

Thus we can rewrite the wealth process as follows:

{
dXt = rtXt− + πt[(bt − λ̃tγt − rt)dt+ σtdWt − γtdMt],

X0 = x0.

We assume that the coefficients satisfies Assumption 2.2 and the admissible control is the set of

all square-integrable Γ-valued G-predictable processes with Γ = R+. Note that we only allow

Γ-valued processes, which means that the investor cannot short sell the stock.

In the mean-variance portfolio selection problem, an investor’s objective is to find an ad-

missible control π such that the expected terminal wealth satisfies E[XT ] = z, for some

z ≥ x0e
∫

T

0
rsds, while the risk measured by the variance of the terminal wealth is minimal

Var(XT ) := E[(XT − EXT )
2] = E[X2

T ]− z2.

Mathematically, it can be formulated as the following problem parameterized by z:

{
Minimize JMV (x0, u) := E[X2

T ]− z2,

subject to: E[XT ] = z, u(·) is admissible.
(5.1)

The above problem is feasible if there is at least one portfolio satisfying the constraints. It is

important to know when the problem is feasible for all z ≥ x0e
∫

T

0
rsds. It means that one can

select a portfolio such that its terminal wealth in average is more than the payoff in the case

that one put all the money in the bank. We have the following lemma.
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Lemma 5.1 If we assume that Γ = R+, then the mean variance problem is feasible for all

z ≥ x0e
∫

T

0
rsds if and only if

E
[ ∫ T

0

(bt − rt − λ̃tγt)
+dt)

]
> 0. (5.2)

Proof We first prove the “if” part. Define

M := {(t, ω) : bt > rt + λ̃tγt}.

Condition (5.2) implies that the measure of M is non-zero. Consider the following control:

πt = (bt − rt + λ̃tγt)1M .

It is obvious that this control is admissible. Note that for any β > 0, βπ is also admissible.

Denote by Xβ the corresponding wealth process. Due to the linearity of the equation, we have

X
β
t = Xt + βX̃t, where Xt = x0e

∫
t

0
rsds and X̃ is the solution of the following SDE:

{
dXt = rtXt− + πt[(bt − λ̃tγt − rt)dt+ σtdWt − γtdMt],

X0 = 0.

Taking expectation, we have

E[X̃T ] = E
[ ∫ T

0

e
∫

T

t
rsdsut(bt − rt − λ̃tγt)dt

]
. (5.3)

Then E[Xβ
T ] = x0e

∫
T

0
rsds + βE[X̃T ]. Due to (5.2), E[X̃T ] > 0, so we can choose β, such that

E[Xβ
T ] = z. Conversely, suppose that the problem is feasible for every z ≥ x0e

∫
T

0
rsds. Then

for some z, let π be a feasible control. We can also decompose Xt = Xt + X̃t. This leads to

EX̃T > 0, which implies (5.2) by (5.3).

Finally, an optimal portfolio to (5.1) is called an efficient portfolio corresponding to z, the

corresponding (Var(XT ), z) is called an efficient point. The set of all the efficient points, with

z ≥ x0e
∫

T

0
rsds, is called an efficient frontier. The following discussion is similar to that in [7],

so we are not going to give all the proof. The readers can see [7] for details.

To handle the constraint E[XT ] = z, we apply Lagrange multiplier technique. Define

J(x0, u; η) := E[|XT − η|2]− (η − z)2.

We first solve the following unconstrainted problem:
{
Minimize J(x0, u; η),
subject to: u(·) is admissible.

Setting yt = Xt − ηe−
∫

T

t
rsds, this is exactly the singular case of constraint LQ problem we

considered in Section 4. Hence we have that the optimal value V (x) is

V (x, η) = P0(x0 − ηe−
∫

T

0
rsds)+,2 +N0(x0 − ηe−

∫
T

0
rsds)−,2 − (η − z)2,

where P and N is the solutions of the following BSDEs:




dPt = −{2rtPt + h+(t, Pt, Zt, Zt,Λt +Nt)}dt+ ZtdWt + ZtdMt,

dNt = −{2rtNt + h−(t, Nt,Λt,Λt, Zt + Pt)}dt+ ΛtdWt + ΛtdMt,

PT = NT = 1.
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Applying Itô formula to Pte
−2

∫
T

t
rsds and Nte

−2
∫

T

t
rsds, we have

1− P0e
−2

∫
T

0
rsds = −E

[ ∫ T

0

e−2
∫

T

t
rsdsh+(t, t, Pt, Zt, Zt,Λt +Nt)dt

]
≥ 0.

Hence P0e
−2

∫
T

0
rsds, N0e

−2
∫

T

0
rsds ≤ 1. In fact, the strict inequality holds with respect to N . If

not so, we assume that N0e
−2

∫
T

0
rsds = 1. Then

h−(t, Nt−,Λt,Λt, Zt + Pt−) = 0, dtP-a.s..

This implies that Nt = e−2
∫

T

t
rsds, Λt = 0 and Λt = 0. On the other hand, we have

h−(t, Nt−, 0, 0, Zt + Pt−) < 0.

Thus we get a contradiction which implies that

N0e
−2

∫
T

0
rsds < 1. (5.4)

For z = e
∫

T

0
rsds, it is obvious that the efficient portfolio is π∗ = 0. If z > e

∫
T

0
rsds, applying the

duality theorem, we have

J∗
MV (x0) := inf

u
JMV (x0, u) = sup

η∈R

inf
u

J(x0, u; η).

If η < x0e
∫

T

0
rsds, taking derivative with respect to η, we have

∂

∂η
V (x0, η) = −2e−

∫
T

0
rsdsP0(x0 − ηe−

∫
T

0
rsds)− 2(η − z)

≥ −2e
∫

T

0
rsds(x0 − ηe−

∫
T

0
rsds)− 2(η − z) ≥ 0.

Thus

sup
η∈R

V (x0, η) = sup
η≥x0e

∫
T
0

rsds

V (x0, η).

This implies that

J∗
MV (x0) =

N0e
−2

∫
T

0
rsds

1−N0e
−2

∫
T

0
rsds

[z − x0e
∫

T

0
rsds]2.
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to finance, Stochastic Processes and their Applications, 118(1), 2008, 120–152.

[16] Pardoux, E. and Peng, S. G., Adapted solution of a backward stochastic differential equation, Systems

Control Lett., 14(1), 1990, 55–61.

[17] Tang, S. J., General linear quadratic optimal stochastic control problems with random coefficients: linear
stochastic Hamilton systems and backward stochastic Riccati equations, SIAM J. Control Optim., 42(1),
2003, 53–75.

[18] Tang, S. J., Dynamic programming for general linear quadratic optimal stochastic control with random
coefficients, SIAM J. Control Optim., 53(2), 2015, 1082–1106.

[19] Yong, J. M. and Zhou, X. Y., Stochastic Controls, Hamiltonian Systems and HJB Equations, Springer-
Verlag, New York, 1999.


