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Abstract This paper is devoted to the solvability of Markovian quadratic backward s-
tochastic differential equations (BSDEs for short) with bounded terminal conditions. The
generator is allowed to have an unbounded sub-quadratic growth in the second unknown
variable z. The existence and uniqueness results are given to these BSDEs. As an ap-
plication, an existence result is given to a system of coupled forward-backward stochastic
differential equations with measurable coefficients.
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1 Introduction

In this paper, we use probabilistic methods to study the Markovian backward stochastic

differential equations (BSDEs for short)

Ys = g(Xt,x
T ) +

∫ T

s

f(u,Xt,x
u , Yu, Zu)du−

∫ T

s

ZudBu, s ∈ [0, T ], (1.1)

where Xt,x
s is the unique solution of the forward SDE




Xt,x

s = x+

∫ s

t

b(u,Xt,x
u )du+

∫ s

t

σ(u,Xt,x
u )dBu, s ∈ [t, T ],

Xt,x
s = x, s ∈ [0, t].

(1.2)

The terminal condition g : R
m → R

d is bounded and the diagonally quadratic generator

f : [0, T ] × R
m × R

d × R
d×l → R

d has unboundedly sub-quadratic growing terms in its last

variable z, i.e., there exist ε ∈ (0, 1], positive constants C and γ and nondecreasing function

ρ : R+ → R
+ such that f i, the ith component of f , satisfies

|f i(s, x, y, z)| ≤ ρ(|y|)(1 + |x|γ)(1 + |z|2−ε) + C|zi|2, i = 1, · · · , d.

Under some mild assumptions, we prove the global existence and uniqueness of strong solutions

to these Markovian BSDEs.
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The existence and uniqueness result for the nonlinear BSDEs is established by Pardoux

and Peng [20] under a Lipschitz continuity assumption on the generator. Since then, many

extensions (see [6]) have been devoted to relaxing the Lipschitz continuity assumption. In

2000, Kobylanski [17] proved the existence and uniquess result for the one-dimensional BSDE

whose generator has a quadratic growth in the second unknown variable z. Due to the lack

of a comparision property, the existence and uniqueness result for multi-dimensional quadratic

BSDEs meets with difficulty in the general case and several existing results (see [5, 9, 15]) are

restricted within various assumptions. For example, Tevzadze [21] studied the case under the

assmuption of small terminal value. Hu and Tang [14] studied the multi-dimensional quadratic

BSDEs with diagonal structure on the quadratic term of z. All of these works rely on the

boundness of terminal value and generator coefficients to let
∫ ·

0
ZdW be a BMO martingale,

which is not true in the unbounded case.

On the other hand, quadratic BSDEs with unbounded terminal value and unbounded gen-

erator coefficients were studied to extend Kobylanski’s work [17]. Most of the papers, such as

Briand and Hu [2–3], studied the one-dimensional case due to the importance of comparision

theorem. For the multi-dimensional case, Fan, Hu and Tang [7] studied the multi-dimensional

diagonally quadratic BSDEs with unbounded terminal value and unbounded generator coef-

ficients, and their existence and uniqueness result requires that the generator is convex with

respect to z. Using analytic and PDE methods, Xing and Žitkovic [22] studied the Markovian

quadratic BSDEs and obtained a general result under weak regularity assumptions of the gen-

erator and terminal value by virtue of the Lyapunov functions. Their results can be applied to

the unbounded Markovian BSDEs somehow, but the generator and terminal condition have to

be sufficiently regular.

Unbounded Markovian BSDEs arise from Markovian Nash equilibriums. For example, Çetin

and Danilova [4] studied the one-dimensional Markovian BSDEs with unbounded quadratic

term coefficients and special forms. Hamadène and Mu [12–13] studied the multi-dimensional

Markovian BSDEs with unbounded linear term coefficients and special structure. In this paper,

we study Markovian quadratic BSDEs with unbounded sub-quadratic term coefficients and

rather general structure, which seem to be new.

Since the generator is unboundedly growing,
∫ ·

0 ZdW is not necessarily a BMO martingale

and the standard techniques of BMO martingale (see [1, 14]) cannot be used to tackle the

quadratic term of z. For the multi-dimensional case, inspired by the Lq-domination method

in [11, 13, 18] and the θ-method in [7–8], we prove the existence and uniqueness of Markovian

strictly and diagonally quadratic BSDEs with unbounded sub-quadratic term coefficients. Par-

ticularly, for the one-dimensional case, by virtue of monotone stability theorem and θ-method

in [2–3, 17], we prove the existence and uniqueness results when the generator is not necessary

to be strictly quadratic.

The remaining of the paper is organized as follows. In Section 2, we list all the notations

used in this paper. In Section 3, we state and prove the existence and uniqueness results for

multi-dimensional Markovian strictly and diagonally quadratic BSDEs with unbounded sub-

quadratic term coefficients. The special one-dimensional case is discussed in Section 4. Finally,

a system of coupled forward-backward stochastic differential equation (FBSDE for short) is
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illustrated to have a solution in Section 5.

2 Notations

Let T > 0 be a deterministic finite terminal time and (Ω,F , (Ft)t∈[0,T ],P) be a com-

plete probability space where (Ft)t∈[0,T ] is the augmented filtration generated by l-dimensional

Brownian motion (Bt)t∈[0,T ]. Denote by Et the conditional expectation conditioned on Ft.

The Hadamard product of two vectors a = (a1, ·, ad)T and b = (b1, · · · , bd)T is denoted by

a ◦ b := (a1b1, · · · , adbd)T. |Z| represents the Frobenius norm |Z| :=
√
trace(ZZT) for a matrix

Z. For i = 1, · · · , d, denote by Zi the ith row (component) of the matrix (vector) Z. For p ≥ 1,

• S
p(Rd) is the space of all the d-dimensional continuous adapted processes Y such that

‖Y ‖Sp := E

[
sup

t∈[0,T ]

|Yt|p
] 1

p

<∞;

• H
p(Rd×l) is the space of all the predictable processes Z which takes value in R

d×l such

that

‖Z‖Hp := E

[( ∫ T

0

|Zs|2ds
) p

2
] 1

p

<∞;

• H
BMO(Rd×l) is the space of all the Z ∈ H

2(Rd×l) such that

‖Z‖BMO := sup
τ∈T

∥∥∥E
[ ∫ T

τ

|Zs|2ds | Fτ

]∥∥∥
1
2

L∞(Ω)
<∞,

where T denotes the set of all the stopping times τ ∈ [0, T ];

• M(Rd×l) is the intersection of all the H
p(Rd×l), i.e.,

M(Rd×l) :=
⋂

p≥1

H
p(Rd×l).

For Z ∈ H
BMO(Rd×l), we denote by E(

∫ ·

0
ZdB) the stochastic exponential of stochastic process

{
∫ t

0 ZsdBs, 0 ≤ t ≤ T }. From the theory of BMO martingale (see [16, Theorem 2.3, p.31]),

E(
∫ ·

0 ZdB) is a martingale.

3 Multi-dimensional Case

3.1 Assumptions for forward SDE (1.2) and auxiliary lemmas

First, we make the following two assumptions for the forward SDE (1.2). Let C be a positive

constant.

(F1) (b, σ) : [0, T ] × R
m → R

m × R
m×l are Borel measurable functions such that for all

(t, x, x′) ∈ [0, T ]× R
m × R

m,

|b(t, x)− b(t, x′)|+ |σ(t, x)− σ(t, x′)| ≤ C|x− x′|;
|b(t, 0)|+ |σ(t, 0)| ≤ C.

(F2) There exists a constant λ > 0 such that for all (t, x) ∈ [0, T ]× R
m,

λIm ≤ σ(t, x)σT(t, x) ≤ λ−1Im and |b(t, x)| ≤ C.
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Following Hamadène and Mu [12, Definition 4.2, pp.97–98], we state the definition of Lq-

domination condition.

Definition 3.1 Let q ∈ (1,+∞) and t ∈ [0, T ]. We say a family of probability measure

{ν(s, dx)}s∈[t,T ] is Lq-dominated by another family of probability measure {ν̄(s, dx)}s∈[t,T ] if

for all δ ∈ (0, T − t], there exists a function φδt : [t+ δ, T ]× R
m → R

+ such that the following

conditions are satisfied : (i) ν(s, dx)ds = φδt (s, x)ν̄(s, dx)ds, ∀(s, x) ∈ [t + δ, T ] × R
m ; (ii)

∀k ≥ 1, φδt ∈ Lq
(
[t+ δ, T ]× [−k, k]m; ν̄(s, dx)ds

)
.

Lemma 3.1 (see [12, Corollary 4.4, p.99]) Assume that (F1)–(F2) holds true. Let (t, x) ∈
[0, T ]× R

m, s ∈ (t, T ] and fix x0 ∈ R
m. Denote by p(t, x; s, dy) the law of Xt,x

s , i.e.

∀A ∈ B(Rm), p(t, x; s, A) := P(Xt,x
s ∈ A).

Then for any q ∈ (1,+∞), the family of probability laws {p(t, x; s, dy)}s∈[t,T ] is Lq-dominated

by {p(0, x0; s, dy)}s∈[t,T ].

Remark 3.1 In Lemma 3.1, assumptions (F1)–(F2) can be replaced with the following one:

(F3) (i) b : [0, T ]× R
m → R

m is a Borel measureble function satisfying

sup
|x1−x2|≤1

|b(t, x1)− b(t, x2)|+ |b(t, 0)| ≤ C, ∀(t, x1, x2) ∈ [0, T ]× R
m × R

m;

(ii) σ ∈ R
m×l is a constant matrix with full row rank.

Assumption (F3) allows b to be linearly growing in variable x, but σ needs to be constant.

Under the assumption (F3), Nam and Xu [19, Propositions 4.5–4.6, pp.14–15] proved that (1.2)

has a unique strong solution Xt,x and Lemma 3.1 holds true for q = 2. Their arguments also

yield the result for any q ∈ (1,+∞).

3.2 Main result

For the multi-dimensional case, we assume that Markovian BSDE (1.1) is strictly and diag-

onally quadratic and make the following assumption first. Let ε ∈ (0, 1], γ and C be positive

constants, α ∈ R
d be a constant vector and ρ : R+ → R

+ be a nondecreasing function.

(B1) (f̄ , f̂) : [0, T ]×R
m ×R

d ×R
d×l → R

d ×R
d×l and g : Rm → R

d are Borel measurable

functions such that for each (t, x) ∈ [0, T ]×R
m, (f̄ , f̂)(t, x, ·, ·) is continuous on R

d ×R
d×l and

for all (t, x, y, z) ∈ [0, T ]× R
m × R

d × R
d×l and i = 1, · · · , d, we have

f i(t, x, y, z) := f̄ i(t, x, y, z)+ < zi, f̂ i(t, x, y, z) > +
αi

2
|zi|2

and 



|f̂(t, x, y, z)| ≤ ρ(|y|)(1 + |x|γ)(1 + |z|1−ε),

|f̄(t, x, y, z)| ≤ C(1 + |y|),
|g(x)| ≤ C.

Define

f̃ i(t, x, y, z) := f̄ i(t, x, y, z)+ < zi, f̂ i(t, x, y, z) >, i = 1, · · · , d.

We also make the following stronger assumption.
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(B2) For i = 1, · · · , d, αi 6= 0 and f̃ i(t, x, y, z) varies with (t, x, y) and the ith row zi of

matrix z only. The constant γ lies in (0, ε) and there exists a nondecreasing function ρ̄ : R+ →
R

+ such that for all (t, x, y, y′, z, z′) ∈ [0, T ]× R
m × R× R× R

d×l × R
d×l,

|f̃(t, x, y, z)| ≤ ρ̄(|y|)(1 + |x|γ)(1 + |z|2−ε)

and

|f̃(t, x, y, z)− f̃(t, x, y′, z′)| ≤ ρ̄(|y| ∨ |y′|)
[
|y − y′|+ (1 + |x|γ)(1 + |z|1−ε + |z′|1−ε)|z − z′|

]
.

We have the following existence and uniqueness result.

Theorem 3.1 Let assumptions (F1)–(F2) and (B1) hold. Then for each (t, x) ∈ [0, T ]×R
m,

(i) Markovian BSDE (1.1) has a solution (Y t,x, Zt,x) in S
∞(Rd)×M(Rd×l).

(ii) There exists a pair of Borel measurable functions (u, v) : [0, T ]×R
m → R

d ×R
d×l such

that (Y t,x
s , Zt,x

s ) = (u(s,Xt,x
s ), v(s,Xt,x

s )), ∀s ∈ [t, T ], dP⊗ ds a.e.

(iii) If (B2) is further satisfied, the solution is unique.

Proof of Theorem 3.1 In the following proof, without loss of generality, we only consider

the case (t, x) = (0, x0) and omit the superscript (0, x0) if there is no confusion.

Step 1 Construction of approximating solutions{(Y n, Zn)}n≥1.

We define {fn}n≥1, the approximating generator sequence, as follows. Let

Φ ∈ C∞
c (Rd(l+1),R)

be a smooth, compactly supported function and Ψ ∈ C∞(Rd(l+1),R) be a smooth function

satisfying

Ψ(y, z) =

{
1, if |y| ∨ |z| ≤ 1,

0, if |y| ∧ |z| ≥ 2.
(3.1)

Under assumption (B1), by virtue of the techniques of mollification and truncation, we define

f̄n(t, x, y, z) := Ψ
( y
n
,
z

n

)∫

Rd(l+1)

nd(l+1)f̄(t, x, u, v)Φ(t, x, n(y − u), n(z − v))dudv

and

f̂n(t, x, y, z) := 1{|x|≤n}Ψ(
y

n
,
z

n
)

∫

Rd(l+1)

nd(l+1)f̂(t, x, u, v)Φ
(
t, x, n(y − u), n(z − v))dudv.

Then we define the approximating sequence fn := (fn,1, · · · , fn,d)T by

fn,i(t, x, y, z) := f̄n,i(t, x, y, z)+ < zi, f̂n,i(t, x, y, z) > +
αi

2
|zi|2, i = 1, · · · , d. (3.2)

Denote by f̃n := (f̃n,1, · · · , f̃n,d)T the linear and sub-quadratic growth part of fn, i.e.,

f̃n,i(t, x, y, z) := f̄n,i(t, x, y, z)+ < zi, f̂n,i(t, x, y, z) >, i = 1, · · · , d. (3.3)

We have

fn,i(t, x, y, z) := f̃n,i(t, x, y, z) +
αi

2
|zi|2, i = 1, · · · , d. (3.4)
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One can easily verify that

(i) For each n ≥ 1, f
n
and f̂n are globally bounded by a constant Rn and are globally

Lipschitz continuous in the last two variables (y, z) with common Lipschitz coefficient Ln. Note

that both Rn and Ln depend on n .

(ii) There exist positive constants C and cn and a nondecreasing function ρ : R+ → R
+

such that for all (t, x, y, z) ∈ [0, T ]× R
m × R

d × R
d×l, n ≥ 1 and i = 1, · · · , d,





|fn,i(t, x, y, z)| ≤ ρ(|y|)(1 + |x|γ)(1 + |z|2−ε) +
αi

2
|zi|2,

|fn,i
(t, x, y, z)| ≤ C(1 + |y|),

|fn,i(t, x, y, z)| ≤ cn +
αi

2
|zi|2.

(3.5)

(iii) For any (t, x) ∈ [0, T ]× R
m and any compact set K ∈ R

d(l+1),

sup
(y,z)∈K

|fn(t, x, y, z)− f(t, x, y, z)| → 0 as n→ +∞. (3.6)

For n ≥ 1, consider (1.1) with generator fn and terminal condition g. By virtue of the

boundness of f
n
and f̂n, we can get the unique solution (Y n, Zn) ∈ S

∞(Rd) × H
BMO(Rd×l)

from Hu and Tang [14, Theorem 2.3, p.1072].

Without loss of generality, in the following proof we assume αi = 1
2 for all i = 1, · · · , d. The

proof of existence when αi = 0 for some i = 1, · · · , d is discussed in the subsequent Remark 3.2.

Step 2 Uniform estimate of {(Y n, Zn)}n≥1.

From (3.5) we know that there exists a positive constant C̃ such that |gi|2 ≤ C̃ and for all

(t, w, x, y, z) ∈ [0, T ]× R× R
m × R

d × R
d×l,

|wf̄n,i(t, x, y, z)| ≤ C̃(1 + |w|2 + |y|2), i = 1, · · · , d. (3.7)

Let η be the unique solution of the following ordinary differential equation:

η(t) = dC̃ +

∫ T

t

dC̃ds+

∫ T

t

(dC̃ + 1)η(s)ds, t ∈ [0, T ].

One can easily verify that η(·) is a continuous decreasing function and we have

η(t)

d
= C̃ +

∫ T

t

C̃(1 + η(s))ds +

∫ T

t

η(s)

d
ds, t ∈ [0, T ].

Define

λ := sup
t∈[0,T ]

η(t) = η(0).

By virtue of the fact that f̂n is bounded by the constantRn, from Hu and Tang [14, Theorem

2.3, p.1072] we know that (Y n, Zn) is also the unique solution to BSDE (1.1) with generator

Fn,i(t, x, y, z) := f
n,i

(t, x, y, z)+ < zi, f̂n,i(t,X0,x0

t , Y n
t , Z

n
t ) > +

1

2
|zi|2, i = 1, · · · , d

and terminal condition g.
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Since |g(Xt,x
T )| ≤ dC̃ ≤ λ, from (3.7) and the proof of Hu and Tang [14, Theorem 2.3, pp.

1079–1082] we have

|Y n
t |2 ≤ ηt ≤ λ, t ∈ [0, T ].

Therefore, there exists a positive constant C :=
√
λ such that

sup
n≥1

‖Y n‖S∞ = C̄ < +∞. (3.8)

However, for {Zn}n≥1 ∈ H
BMO(Rd×l), we cannot get the uniform BMO norm due to the

unboundness of the coefficients. Instead, for each p ≥ 1 we can get the uniform H
p norm of

{Zn}n≥1 with respect to n as follows.

Define nonnegative function

ψ(y) := e|y| − |y| − 1, ∀y ∈ R

and stopping time

τk :=
{
t ∈ [0, T ] :

∫ t

0

|Zs|2ds ≥ k
}
∧ T.

For all y ∈ R we have

|ψ′(y)| = e|y| − 1 and ψ′′(y)− |ψ′(y)| = 1. (3.9)

For each i = 1, · · · , d, using Itô-Tanaka formula to compute ψ(Y n,i
t ), we have

ψ(Y n,i
0 ) +

1

2

∫ t∧τk

0

ψ′′(Y n,i
s )|Zn,i

s |2ds

= ψ(Y n,i
t∧τk

) +

∫ t∧τk

0

ψ′(Y n,i
s )fn,i(s,X0,x0

s , Ys, Zs)ds−
∫ t∧τk

0

ψ′(Y n,i
s )Zn,i

s dBs

≤ ψ(Y n,i
t∧τk

) +

∫ t∧τk

0

|ψ′(Y n,i
s )|ρ(|Y n

s |)(1 + |X0,x0
s |γ)(1 + |Zn

s |2−ε)ds

+
1

2

∫ t∧τk

0

|ψ′(Y n,i
s )||Zn,i

s |2ds−
∫ t∧τk

0

ψ′(Y n,i
s )Zn,i

s dBs.

Hence from (3.9), we have

1

2

∫ t∧τk

0

|Zn,i
s |2ds ≤ψ(Y n,i

t∧τk
) +

∫ t∧τk

0

|ψ′(Y n,i
s )|ρ(|Y n

s |)(1 + |X0,x0
s |γ)(1 + |Zn

s |2−ε)ds

−
∫ t∧τk

0

ψ′(Y n,i
s )Zn,i

s dBs.

Since ‖Y n‖S∞ has a uniform bound, taking the supremum over t ∈ [0, T ], we have

∫ τk

0

|Zn,i
u |2du ≤ 2 sup

t∈[0,T ]

ψ(Y n,i
t∧τk

) + 2

∫ τk

0

|ψ′(Y n,i
s )|ρ(|Y n

s |)(1 + |X0,x0
s |γ)(1 + |Zn

s |2−ε)ds

+ 2 sup
t∈[0,T ]

∣∣∣
∫ t∧τk

0

ψ′(Y n,i
s )Zn,i

s dBs

∣∣∣

≤Cd

(
1 +

∫ T

0

|X0,x0
s | 2γε ds

)
+

1

2d

∫ τk

0

|Zn
s |2ds
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+ 2 sup
t∈[0,T ]

∣∣∣
∫ t∧τk

0

ψ′(Y n,i
s )Zn,i

s dBs

∣∣∣, (3.10)

where Cd is a constant depending on d. Summing i from 1 to d yields

∫ τk

0

|Zn
u |2du ≤ 2dCd

(
1 + T sup

t∈[0,T ]

|X0,x0

t | 2γε
)
+ 4

d∑

i=1

sup
t∈[0,T ]

∣∣∣
∫ t∧τk

0

ψ′(Y n,i
s )Zn,i

s dBs

∣∣∣. (3.11)

Using B-D-G inequality and Young’s inequality, for each p ≥ 1, we have

E

[(∫ τk

0

|Zn
s |2ds

) p
2
]
≤ Ĉd

(
1 + E

[
sup

t∈[0,T ]

|X0,x0

t | γp
ε

]
+ E

[( ∫ τk

0

|Zn
s |2ds

) p
4
])

≤Cd,p +
1

2
E

[( ∫ τk

0

|Zn
s |2ds

) p
2
]
, (3.12)

where Ĉd is a constant depending on d and Cd,p is a constant depending on d and p.

Hence by Fatou’s Lemma, we have

sup
n≥1

‖Zn‖Hp ≤ (2Cd,p)
1
p < +∞. (3.13)

Step 3 Exponential transformation and Markovian representation.

For all i = 1, · · · , d, consider the exponential transformation

{
Ỹ n,i;(t,x) = eY

n,i;(t,x)

,

Z̃n,i;(t,x) = Ỹ n,i;(t,x)Zn,i;(t,x).
(3.14)

From (3.8) and (3.13), for each p ≥ 1, there exists a positive constant C̃ := C̃(p) such that

sup
n≥1

‖Ỹ n;(t,x)‖S∞ + sup
n≥1

‖Z̃n;(t,x)‖Hp ≤ C̃. (3.15)

Moreover, (Ỹ n,i;(t,x), Z̃n,i;(t,x)) satisfies the BSDE

Ỹ n,i;(t,x)
s = eg(X

t,x

T
) +

∫ T

s

Ỹ n,i;(t,x)
s f̃n,i(u,Xt,x

u , Y n,i;(t,x)
u , Zn,i;(t,x)

u )du

−
∫ T

s

Z̃n,i;(t,x)
u dBu, s ∈ [0, T ], (3.16)

where f̃n,i is defined in (3.3).

From Nam and Xu [19, Proposition 4.8, p.17], there exists a pair of Borel measurable

functions (un, vn) : [0, T ]× R
m → R

d × R
d×l such that

(Y n;(t,x)
s , Zn;(t,x)

s ) = (un(s,X
t,x
s ), vn(s,X

t,x
s )), ∀s ∈ [0, T ]. (3.17)

So by virtue of (3.14) and (3.17) we know that for each n ≥ 1 and i = 1, · · · , d there exists a

Borel measurable function ũin such that

Ỹ n,i;(t,x)
s = ũin(s,X

t,x
s ), ∀s ∈ [0, T ]. (3.18)
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We define respectively Fn = (Fn,1, · · · , Fn,d)T and F̃n = (F̃n,1, · · · , F̃n,d)T by

Fn,i(t, x) := fn,i(t, x, un(t, x), vn(t, x)), (t, x) ∈ [0, T ]× R
m

and

F̃n,i(t, x) := ũin(t, x)f̃
n,i

(
t, x, un(t, x), vn(t, x)

)
, (t, x) ∈ [0, T ]× R

m.

Let s = t, from (3.16) we know that for all (t, x) ∈ [0, T ]× R
m,

un(t, x) = Y
n;(t,x)
t = E

[
g(Xt,x

T ) +

∫ T

t

Fn(u,Xt,x
u )du

]
(3.19)

and

ũn(t, x) = Ỹ
n;(t,x)
t = E

[
eg(X

t,x

T
) +

∫ T

t

F̃n(u,Xt,x
u )du

]
. (3.20)

Moreover, by virtue of (3.8), (3.14) and (3.19)–(3.20), we have the uniform boundness of

un := (u1n, · · · , udn)T and ũn := (ũ1n, · · · , ũdn)T,

i.e., there exists a positive constant, independent of n, t and x, still denoted by C̃ such that

|un(t, x)|+ |ũn(t, x)| ≤ C̃, ∀n ≥ 1, (t, x) ∈ [0, T ]× R
m. (3.21)

Step 4 Convergence of {Y n}n≥1 in Lp(Ω× [0, T ];Rd).

For n ≥ 1 and q ∈
(
1, 2

2−ε

)
, in view of (3.8),(3.13) and (3.15), using Young’s inequality, we

have

E

[ ∫ T

0

|F̃n(u,X0,x0
u )|qdu

]
≤ C1E

[ ∫ T

0

|Ỹ n
u |q(ρ(|Y n

u |))q(1 + |X0,x0
u |qγ)(1 + |Zn

u |q(2−ε))du
]

≤ C2E

[ ∫ T

0

(1 + |X0,x0
u |

q2(2−ε)γ
q(2−ε)−1 + |Zn

u |2)du
]

≤ C3

(
1 + TE

[
sup

u∈[0,T ]

|X0,x0
u |

q2(2−ε)γ
q(2−ε)−1

]
+ sup

n≥1
E

[ ∫ T

0

|Zn
u |2du

])

≤ C4 <∞, (3.22)

where C1, C2, C3 and C4 are four positive constants independent of n. Therefore, in the sense

of subsequence (without loss of generality, we assume that this subsequence is just the sequence

{n}n≥1), there exists a Borel measurable function F̃ : [0, T ]× R
m → R

d such that

lim
n→+∞

F̃n = F̃ , weakly in Lq([0, T ]× R
m; p(0, x0; s, dy)ds). (3.23)

Fix (t, x, q) ∈ [0, T ]× R
m ×

(
1, 2

2−ε

)
. From (3.20), for any δ ∈ (0, T − t], we have

|ũn1(t, x)− ũn2(t, x)| =
∣∣∣E
[ ∫ T

t

(F̃n1(u,Xt,x
u )− F̃n2(u,Xt,x

u ))du
]∣∣∣

≤ I
n1,n2,δ
1 + I

n1,n2,δ,k
2 + I

n1,n2,δ,k
3 , ∀n1, n2, k ≥ 1, (3.24)

where

I
n1,n2,δ
1 := E

[ ∫ t+δ

t

|F̃n1(u,Xt,x
u )− F̃n2(u,Xt,x

u )|du
]
,
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I
n1,n2,δ,k
2 :=

∣∣∣E
[ ∫ T

t+δ

(F̃n1(u,Xt,x
u )− F̃n2(u,Xt,x

u ))1{|Xt,x
u |≤k}du

]∣∣∣

and

I
n1,n2,δ,k
3 :=

∣∣∣E
[ ∫ T

t+δ

(F̃n1(u,Xt,x
u )− F̃n2(u,Xt,x

u ))1{|Xt,x
u |>k}du

]∣∣∣.

First, similar to the proof of (3.22), we have

I
n1,n2,δ
1 ≤ δ

q
q−1

{
E

[ ∫ T

0

|F̃n1(u,Xt,x
u )− F̃n2(u,Xt,x

u )|qdu
]} 1

q

≤ Cδ
q

q−1 . (3.25)

Second, from Lemma 3.1, there exists a function

φδt,x,x0
∈ L

q
q−1 ([t+ δ, T ]× [−k, k]; p(0, x0; s, dy))

such that

p(t, x; s, dy)ds = φδt,x,x0
(s, y)p(0, x0; s, dy)ds, ∀(s, x) ∈ [t+ δ, T ]× R

m,

where p(t, x; s, dy) is the law of Xt,x
s . So from the weak convergence (3.23) of F̃n, for fixed δ

and k, we have

I
n1,n2,δ,k
2 =

∣∣∣
∫

Rm

∫ T

t+δ

(F̃n1(u, y)− F̃n2(u, y))1{|y|≤k}p(t, x;u, dy)du
∣∣∣

=
∣∣∣
∫

Rm

∫ T

t+δ

(F̃n1(u, y)− F̃n2(u, y))1{|y|≤k}φ
δ
t,x,x0

(u, y)p(0, x0;u, dy)du
∣∣∣

→ 0 as n1, n2 → +∞. (3.26)

Third, from (3.22) and Hölder’s inequality, for all n1, n2 ≥ 1 and δ ∈ (0, T − t], we have

I
n1,n2,δ,k
3 ≤

{
E

[ ∫ T

0

1{|Xt,x
u |>k}du

]} q−1
q
{
E

[ ∫ T

0

|F̃n1(u,Xt,x
u )− F̃n2(u,Xt,x

u )|qdu
]} 1

q

≤ C
{
E

[ ∫ T

0

1{|Xt,x
u |>k}du

]} q−1
q

→ 0 as k → +∞. (3.27)

So for any ε0 > 0, there is a sufficiently small δ > 0 and a sufficiently large k such that

I
n1,n2,δ
1 < ε0

3 and I
n1,n2,δ,k
3 < ε0

3 for all n1, n2 ≥ 1. Then for this fixed δ and k, there is a

sufficiently large N such that for n1, n2 ≥ N , In1,n2,δ,k
2 < ε0

3 . Thus

|ũn1(t, x) − ũn2(t, x)| < ε0, ∀n1, n2 ≥ N.

Therefore, for each (t, x) ∈ [0, T ] × R
m, {ũn(t, x)}n≥1 is a Cauchy sequence. We denote by

ũ(t, x) its limit.

Since ũn is Borel measurable, the limit function ũ is also a Borel measurable function

on [0, T ] × R
m. Define stochastic process Ỹt := ũ(t,X0,x0

t ). Taking the pathwise limit of

ũn(t,X
0,x0

t ), from (3.18) we know

Ỹt = lim
n→+∞

ũn(t,X
0,x0

t ) = lim
n→+∞

Ỹ n
t , ∀t ∈ [0, T ], dP⊗ dt a.e.
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For all p ≥ 1, bounded convergence theorem indicates that Ỹ n converges to Ỹ in Lp(Ω ×
[0, T ];Rd), i.e.,

E

[ ∫ T

0

|Ỹ n
u − Ỹu|2du

]
→ 0 as n→ +∞. (3.28)

Notice that for any C > 0, we have

|a− b| ≤ eC |ea − eb|, ∀(a, b) ∈ [−C,C]2.

So by the uniform estimate (3.21), we have

|un1(t, x) − un2(t, x)| ≤ eC̃ |eun1(t,x) − eun2 (t,x)| = eC̃ |ũn1(t, x)− ũn2(t, x)|.

Therefore, for each (t, x) ∈ [0, T ] × R
m, {un(t, x)}n≥1 is also a Cauchy sequence. Following

the same proof, one can deduce that there exists a Borel measurable function u such that the

stochastic process Yt := u(t,X0,x0

t ) is the limit of Y n in Lp(Ω× [0, T ]), for all p ≥ 1.

Step 5 Convergence of {Y n}n≥1 in S
2(Rd).

Take a fixed q1 ∈
(
1, 2

2−ε

)
. For n1, n2 ≥ 1, t ∈ [0, T ] and λ > 0, using Itô’s formula to

compute |Ỹ n1
t − Ỹ n1

t |2, from (3.15) and Young’s inequality, we have

|Ỹ n1
t − Ỹ n2

t |2 +
∫ T

t

|Z̃n1
u − Z̃n2

u |2du

=2

∫ T

t

(Ỹ n1
u − Ỹ n2

u )T(Ỹ n1
u ◦ f̃n1(u,X0,x0

u , Y n1
u , Zn2

u )− Ỹ n2
u ◦ f̃n2(u,X0,x0

u , Y n1
u , Zn2

u ))du

− 2

∫ T

t

(Ỹ n1
u − Ỹ n2

u )T(Z̃n1
u − Z̃n2

u )dBu

≤ C̃1

∫ T

t

|Ỹ n1
u − Ỹ n2

u |(1 + (1 + |X0,x0
u |γ)(1 + |Zn1

u |2−ε + |Zn2
u |2−ε))du

− 2

∫ T

t

(Ỹ n1
u − Ỹ n2

u )T(Z̃n1
u − Z̃n2

u )dBu

≤ C̃2

∫ T

t

|Ỹ n1
u − Ỹ n2

u |(1 + |X0,x0
u |

γq1
q1−1 + |Zn1

u |(2−ε)q1 + |Zn2
u |(2−ε)q1)du

− 2

∫ T

t

(Ỹ n1
u − Ỹ n2

u )T(Z̃n1
u − Z̃n2

u )dBu

≤ C̃3

{ 1

λ2

∫ T

t

|Ỹ n1
u − Ỹ n2

u |2du+ λ2
∫ T

t

(1 + |X0,x0
u |

γq1
q1−1 )2du+

1

λp2

∫ T

t

|Ỹ n1
u − Ỹ n2

u |p2du

+ λq2
∫ T

t

(|Zn1
u |2 + |Zn2

u |2)du
}
− 2

∫ T

t

(Ỹ n1
u − Ỹ n2

u )T(Z̃n1
u − Z̃n2

u )dBu,

(3.29)

where C̃1, C̃2 and C̃3 are three positive constants independent of n1 and n2,

q2 :=
2

(2− ε)q1
∈
(
1,

2

2− ε

)
and p2 :=

q2

q2 − 1
=

2

2− (2− ε)q1
> 2.

Taking expectation on both side of (3.29) and using uniform estimate (3.13), we have

E

[ ∫ T

t

|Z̃n1
u − Z̃n2

u |2du
]
≤ C̃4

{( 1

λ2
+

1

λp2

)
E

[ ∫ T

t

|Ỹ n1
u − Ỹ n2

u |2du
]
+ (λ2 + λq2 )

}
. (3.30)
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Since λ > 0 can be chosen arbitrarily, in view of (3.28) and (3.30), we know that the sequence

{Z̃n}n≥1 is a Cauchy sequence in H
2(Rd×l) and thus has a limit Z̃ ∈ H

2(Rd×l).

From (3.29), using B-D-G inequality, we have

E

[
sup

t∈[0,T ]

|Ỹ n1
t − Ỹ n2

t |2
]
≤ C̃5

{( 1

λ2
+

1

λp2

)
E

[ ∫ T

0

|Ỹ n1
u − Ỹ n2

u |2du
]
+ (λ2 + λq2 )

}

+
1

2
E

[
sup

t∈[0,T ]

|Ỹ n1
t − Ỹ n2

t |2
]
+ 2E

[ ∫ T

0

|Z̃n1
u − Z̃n2

u |2du
]
. (3.31)

Since λ > 0 can be chosen arbitrarily and {(Ỹ n, Z̃n)}n≥1 is a Cauchy sequence in H
2(Rd) ⊗

H
2(Rd×l), from (3.31) we know that {Ỹ n}n≥1 is also a Cauchy sequence in S

2(Rd).

Notice that from (3.8) we have

|Y n1
t − Y n2

t | ≤ eC |eY
n1
t − eY

n2
t | = eC |Ỹ n1

t − Ỹ n2
t |.

So {Y n}n≥1 is also a Cauchy sequence in S
2(Rd). Therefore, Y has a continuous version in

S
2(Rd) and we still denote by Y this continuous version. Moreover, from (3.8) we know that

Y ∈ S
∞(Rd).

Step 6 Convergence of {Zn}n≥1 in H
2(Rd×l).

By virtue of the inequalities

|a1b1 − a2b2| ≤ |a1 − a2||b2|+ |a1||b1 − b2|, ∀(a1, a2, b1, b2) ∈ R
4

and

|e−x − e−y|2 ≤ 2CeC |x− y|, ∀(x, y) ∈ [−C,C]2,

we have that for i = 1, · · · , d,

E

[ ∫ T

0

|Zn1,i
u − Zn2,i

u |2u
]
=E

[ ∫ T

0

|e−Y n1,i
u Z̃n1,i

u − e−Y n2,i
u Z̃n2,i

u |2du
]

≤ 2E
[ ∫ T

0

|e−Y n1,i
u − e−Y n2,i

u |2|eY n2,i
u Zn2,i

u |2du
]

+ 2E
[ ∫ T

0

e−2Y n1,i
u |Z̃n1,i

u − Z̃n2,i
u |2du

]

≤ Ĉ
{
E

[ ∫ T

0

|Y n1,i
u − Y n2,i

u ||Zn2,i
u |2du

]
+ E

[ ∫ T

0

|Z̃n1,i
u − Z̃n2,i

u |2du
]}

≤ ĈE

[
sup

u∈[0,T ]

|Y n1,i
u − Y n2,i

u |2
]} 1

2
{
E

[(∫ T

0

|Zn2,i
u |2du

)2]} 1
2

+ ĈE
[ ∫ T

0

|Z̃n1,i
u − Z̃n2,i

u |2du
]
, (3.32)

where Ĉ := 4CeC ∨ 2e2C is a constant which only depends on C defined in (3.8). From the

convergence of Y n in S
2(Rd), the convergence of Z̃n in H

2(Rd×l) and the uniform estimate

(3.13) of {Zn}n≥1 in H
4(Rd×l), (3.32) indicates {Zn}n≥1 is a Cauchy sequence in H

2(Rd×l)

and has a limit Z ∈ H
2(Rd×l). Moreover, following the similar proof as in (3.13), one can prove

that Z ∈ H
p(Rd×l) for all p ≥ 1. Therefore, Z is actually in M(Rd×l).
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Step 7 Verification.

Then, we prove that (Y, Z) is a solution to BSDE (1.1) and has a Markovian representation.

By the triangle inequality, we have

E

[ ∫ T

0

∣∣fn(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Yu, Zu)
∣∣du

]
≤ I

n,k
4 + I

n,k
5 + In6 , (3.33)

where

I
n,k
4 := E

[ ∫ T

0

|fn(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Y n
u , Z

n
u )| · 1{|Y n

u |∨|Zn
u |≤k}du

]
,

I
n,k
5 := E

[ ∫ T

0

|fn(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Y n
u , Z

n
u )| · 1{|Y n

u |∨|Zn
u |>k}du

]

and

In6 := E

[ ∫ T

0

|f(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Yu, Zu)|du
]
.

First, from (3.6), for k ≥ 1, we have

|fn(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Y n
u , Z

n
u )| · 1{|Y n

u |∨|Zn
u |≤k} → 0 as n→ +∞.

Moreover, there exists Ck > 0 such that

|fn(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Y n
u , Z

n
u )| · 1{|Y n

u |∨|Zn
u |≤k} ≤ Ck(1 + |X0,x0

u |γ).

From Lebesgue’s dominated convergence theorem, for fixed k ≥ 1, we have

I
n,k
4 → 0 as n→ +∞.

Second, for a fixed q ∈
(
1, 2

2−ε

)
, in view of (3.5), (3.8) and (3.13), using Hölder’s inequality

and Chebyshev inequality, we have

I
n,k
5

≤
{
E

[ ∫ T

0

|f̃n(u,X0,x0
u , Y n

u , Z
n
u )− f̃(u,X0,x0

u , Y n
u , Z

n
u )|qdu

]} 1
q
{
E

[ ∫ T

0

1{|Y n
u |∨|Zn

u |>k}du
]} q

q−1

≤C1

{
E

[ ∫ T

0

(1 + |X0,x0
u |

2γ
2−(2−ε)q + |Zn

u |2)du
]} 1

q
{
E

[ ∫ T

0

1{|Y n
u |∨|Zn

u |>k}du
]} q

q−1

≤C2

{
E

[ ∫ T

0

1{|Y n
u |∨|Zn

u |>k}du
]} q

q−1

≤C3k
− 2q

q−1 , (3.34)

where C1, C2 and C3 are three positive constants independent of n and k.

Third, since Zn converges to Z in H
2(Rd×l), in the sense of subsequence Zn converges to

Z, dP⊗ dt a.e. From the continuity of the last two variables of f , we have

|f(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Yu, Zu)| → 0 as n→ +∞, dP⊗ dt a.e.
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From Kobylanski [17, Lemma 2.5, p.569] we know that in the sense of subsequence, sup
n≥1

|Zn| ∈

H
2(Rd×l). Notice that,

|f(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Yu, Zu)| ≤ C̄
(
1 + |X0,x0

u |
2γ
2−ε + sup

n≥1
|Zn

u |2 + |Zu|2
)
.

Therefore, dominated convergence theorem yields

In6 → 0 as n→ +∞.

In summary, for sufficiently large k first and then sufficiently large n, In,k4 + I
n,k
5 + In6 is

sufficiently small. Thus, we have

E

[ ∫ T

0

|fn(u,X0,x0
u , Y n

u , Z
n
u )− f(u,X0,x0

u , Yu, Zu)|du
]
→ 0 as n→ +∞. (3.35)

By virtue of the construction and the convegence of (Y n, Zn) and (3.35), we have

E

[
sup

t∈[0,T ]

∣∣∣Yt −
(
g(X0,x0

T ) +

∫ T

t

f(u,X0,x0
u , Yu, Zu)du −

∫ T

t

ZudBu

)∣∣∣
]
= 0.

So (Y, Z) is a solution to Markovian BSDE (1.1).

Moreover, we get the Markovian representation of (Y, Z) from the the Markovian repre-

sentation of (Y n, Zn). From the above proof, without loss of generality, we can assume that

(Y n, Zn) converges to (Y, Z) in S
2(R)×H

2(R1×l). So for all t ∈ [0, T ], we have

Y i
t = lim sup

n→+∞
Y

n,i
t and Z

i,j
t = lim sup

n→+∞
Z

n,i,j
t , i = 1, · · · , d, j = 1, · · · , l.

In view of (3.17), we define a Borel measurable functions pair (u, v) : [0, T ]×R
m → R

d ×R
d×l

by

ui(t, x) := lim sup
n→+∞

uin(t, x), i = 1, · · · , d

and

vi,j(t, x) := lim sup
n→+∞

vi,jn (t, x), i = 1, · · · , d, j = 1, · · · , l.

Therefore, for each i = 1, · · · , d and j = 1, · · · , l, we have

Y i
t = lim sup

n→+∞
Y

n,i
t = lim sup

n→+∞
(uin(t,X

0,x0

t )) = (lim sup
n→+∞

uin)(t,X
0,x0

t ) = ui(t,X0,x0

t )

and

Z
i,j
t = lim sup

n→+∞
Z

n,i,j
t = lim sup

n→+∞
(vi,jn (t,X0,x0

t )) = (lim sup
n→+∞

vi,jn )(t,X0,x0

t ) = vi,j(t,X0,x0

t )

Step 8 Uniqueness under additional assumption (B2).

Assume that (Y, Z) and (Y ′, Z ′) are two solutions to Markovian BSDE (1.1) in S
∞(Rd) ×

M(Rd×l) and denote M := ‖Y ‖S∞ ∨ ‖Y ′‖S∞ .

Define the truncated generator

fM (t, x, y, z) := f
(
t, x,

My

|y| ∨M , z
)
, ∀(t, x, y, z) ∈ [0, T ]× R

m × R
d × R

d×l.
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One can easily verify that fM is Lipschitz continuous in variable y. In addition, (Y, Z) and

(Y ′, Z ′) are also solutions to Markovian BSDE (1.1) with generator fM and terminal condition

g.

Denote by fM,i the ith component of fM . Since f is strictly quadratic in each component

f i, from (B2) and Young’s inequality we know that there exists a positive constant C := C(M)

such that for all i = 1, · · · , d, we have

|fM,i(t, x, y, z)| ≤ C(1 + |x| 2γε ) +
1

2
|zi|2

and

fM,i(t, x, y, z) ≥ −C(1 + |x| 2γε ) +
1

4
|zi|2.

Since 2γ
ε

∈ (0, 2), using Dambis-Dubins-Schwarz representation (see [3, Section 5, pp.563–564]),

we have
E

[
exp

(
λ sup

s∈[0,T ]

|Xt,x
s | 2γε

)]
<∞, ∀λ ≥ 0. (3.36)

So by virtue of [8, Proposition 2, p.230], we know that for any i = 1, · · · , d and δ ∈ (0, 1],

E

[
exp

(
λ

∫ T

0

|Zi
s|2−δds

)]
< +∞, ∀λ ≥ 0. (3.37)

Notice that γ ∈ (0, ε), so we can take two fixed constants p1 ∈
(
2
ε
, 2
γ

)
and q2 ∈

(
2

2−γ
, 2
2−ε

)
.

From Young’s inequality, for (θ, x, z, z′) ∈ (0, 1)× R
m × R

d×l × R
d×l, we have

(1 + |x|γ)(1 + |z|1−ε + |z′|1−ε)|z − z′|
≤(1 + |x|γ)(1 + |z|1−ε + |z′|1−ε)(|z − θz′|+ (1− θ)|z′|)

≤Cp1,q2(1− θ)
{(

1 + |x|γp1 + |z|εq1 + |z′|εq1 +
∣∣∣z − θz′

1− θ

∣∣∣
2)

+ (1 + |x|γp2 + |z|(2−ε)q2 + |z′|(2−ε)q2)
}
, (3.38)

where q1 and p2 are the unique constant satisfying

1

p1
+

1

q1
+

1

2
= 1 and

1

p2
+

1

q2
= 1.

Notice that all the four positive constants γp1, εq1, γp2 and (2 − ε)q2 lie in (0, 2). Hence from

(3.38) and the fact that the function z 7→ |z|2 is convex, following the similar proof as in [8,

Proposition 3 and Remark 4, pp.231–233], one can verify that for (θ, t, x, y, y′, z, z′) ∈ (0, 1)×
[0, T ]× R

d × R
d × R

d × R
d×l × R

d×l and

fM,i(t, x, y, z) = f̃ i
(
t, x,

My

|y| ∨M , zi
)
+

1

2
|zi|2, i = 1, · · · , d,

we have

fM,i (t, x, y, z)− θfM,i (t, x, y′, z′) ≤ C(1 − θ)
(∣∣∣y − θy′

1− θ

∣∣∣+
∣∣∣z

i − θz′i

1− θ

∣∣∣
2

+ h (x, y, y′, z, z′, δ)
)
,

where C > 0 and δ ∈ (0, 1] are positive constants and

h (x, y, y′, z, z′, δ) := |x|2−δ + |y|+ |y′|+ |zi|2−δ + |z′i|2−δ.

Therefore, in view of (3.36)–(3.37), we can get the uniqueness using θ-method with similar

proof as in [7, Theorem 2.8, pp.22–23].
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Remark 3.2 Actually, the above proof of existence still holds true when αi = 0 for some

i = 1, · · · , d. The only difference is for each i ∈ Λ := {i = 1, · · · , d : αi = 0}, the exponential

transformation (3.14) in Step 3 needs to be replaced with

{
Ỹ n,i;(t,x) = Y n,i;(t,x),

Z̃n,i;(t,x) = Zn,i;(t,x).
(3.39)

Remark 3.3 In Theorem 3.1, the drift term b is required to be uniformly bounded. From

Remark 3.1 and the above proof, assumptions (F1)–(F2) of Theorem 3.1 can be replaced with

assumption (F3) and b can be unbounded.

4 One-dimensional Case

For d = 1, by virtue of the comparision theorem, we can get a stronger existence and

uniqueness result for the scalar Markovian quadratic BSDE (1.1) with an unbounded sub-

quadratic growth.

For example, the generator can be f(t, x, y, z) = 1− y+ |x|4|z| 32 + |z|2. It should be noticed

that this generator cannot be fully covered by the framework of one-dimensional unbounded

quadratic BSDEs (see [3]), since
∫ T

0 |Bt|pdt does not have exponential moments of all orders

for p ≥ 2.

First, we make the following assumption. Let ε ∈ (0, 1], γ and C be positive constants and

φ : R+ → R
+ be a nondecreasing function with φ(0) = 0.

(H1) f : [0, T ]× R
m × R× R

1×l → R and g : Rm → R are two Borel measurable functions

such that for each (t, x) ∈ [0, T ]×R
m, f(t, x, ·, ·) is continuous onR×R

1×l and for all (t, x, y, z) ∈
[0, T ]× R

m × R× R
1×l,

{
|f(t, x, y, z)| ≤ C(1 + φ(|y|) + |x|γ |z|2−ε + |z|2),
|g(x)| ≤ C

and

y
(
f(t, x, y, z)− f(t, x, 0, z)

)
≤ C|y|2.

We also make the following stronger assumption. Let ρ : R+ → R
+ be a nondecreasing function.

(H2) For each (t, x, y) ∈ [0, T ]× R
m × R, f(t, x, y, ·) is a convex function, and constant γ

lies in (0, ε) such that for all (t, x, y, y′, z) ∈ [0, T ]× R
m × (R)2 × R

1×l,

|f(t, x, y, z)| ≤ C(1 + |y|+ |x|γ |z|2−ε + |z|2)

and

|f(t, x, y, z)− f(t, x, y′, z)| ≤ ρ(|y| ∨ |y′|)|y − y′|.

We have the following existence and uniqueness result for one-dimensional Markovian BS-

DEs.

Theorem 4.1 Let assumptions (F1) and (H1) hold true. Then

(i) Markovian BSDE (1.1) has a solution (Y t,x, Zt,x) in S
∞(R)×M(R1×l).



BSDEs with an Unbounded Sub-quadratic Growth 457

(ii) There exists a pair of Borel measurable functions (u, v) : [0, T ]× R
m → R× R

1×l such

that (Y t,x
s , Zt,x

s ) = (u(s,Xt,x
s ), v(s,Xt,x

s )), ∀s ∈ [t, T ], dP⊗ ds a.e.

(iii) If σ is bounded and (H2) is further satisfied, the solution is unique.

Proof For notational convenience, we omit the superscript (t, x) if there is no confusion.

Step 1 Existence for nonnegative f .

For each n ≥ 1, we define the approximating generator by

fn(t, x, y, z) := 1{|x|≤n}f(t, x, y, z).

From assumption (H1), we have

|fn(t, x, y, z)| ≤ C(1 + φ(|y|) + nγ |z|2−ε + |z|2).

According to [3, Lemma 2, page 549], there exists (Y n, Zn) ∈ S
∞(R) × H

2(R1×l) such that

Y n is the minimal bounded solution to the Markovian BSDE with generator fn and terminal

condition g.

Define κ := C(4− ε) and nonnegative function

ψ(y) := κ−2(eκ|y| − κ|y| − 1), ∀y ∈ R.

For all y ∈ R, we have

|ψ′(y)| = κ−1(eκ|y| − 1) and ψ′′(y)− κ|ψ′(y)| = 1. (4.1)

Let τ ∈ [0, T ] be a stopping time. Since Y n ∈ S
∞(R), using Itô-Tanaka formula to compute

ψ(Y n
τ ) and taking the conditional expection with respect to Fτ , we have

ψ(Y n
τ ) +

1

2
E
Fτ

[ ∫ T

τ

ψ′′(Y n
s )|Zn

s |2ds
]

=E
Fτ [g(Xt,x

T )] + E
Fτ

[ ∫ T

τ

ψ′(Y n
s )fn(s,Xt,x

s , Y n
s , Z

n
s )ds

]

≤C + CEFτ

[ ∫ T

τ

|ψ′(Y n
s )|(1 + φ(Y n

s ) + nγ |Zs|2−ε + |Zs|2)ds
]

≤C + CEFτ

[ ∫ T

τ

|ψ′(Y n
s )|

(2 + εn
2γ
ε

2
+ φ(Y n

s ) +
4− ε

2
|Zs|2

)
ds

]
. (4.2)

In view of (4.1)–(4.2), we have

1

2
E
Fτ

[ ∫ T

τ

|Zn
s |2ds

]
≤ C + CEFτ

[ ∫ T

τ

|ψ′(Y n
s )|

(2 + εn
2γ
ε

2
+ φ(Y n

s )
)
ds

]

≤ C + CTψ′(‖Y n‖S∞)
(2 + εn

2γ
ε

2
+ φ(‖Y n‖S∞)

)
. (4.3)

Hence Zn ∈ H
BMO(R1×l).

Define stochastic process

κu := (Cnγ |Zn
u |1−ε + C|Zn

u |)
Y n
u Z

n
u

|Y n
u Z

n
u |
. (4.4)
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For k ≥ 0, using Itô’s formula to compute eks|Y n
s |2, we have

eks|Y n
s |2 =eks|g(Xt,x

T )|2 − 2

∫ T

s

ekuY n
u Z

n
udBu

+ 2

∫ T

s

eku
(
Y n
u f

n(u,Xt,x
u , Y n

u , Z
n
u )−

k

2
|Yu|2 −

1

2
|Zu|2

)
du

=eks|g(Xt,x
T )|2 − 2

∫ T

s

ekuY n
u Z

n
udB̃

n
u + 2

∫ T

s

ekuFn(u,Xt,x
u , Y n

u , Z
n
u )du, (4.5)

where B̃n
s := Bs −

∫ s

0 (κu)
Tdu and

Fn(u,Xt,x
u , Y n

u , Z
n
u ) := Y n

u f
n(u,Xt,x

u , Y n
u , Z

n
u )−

k

2
|Y n

u |2 − 1

2
|Zn

u |2 − Y n
u Z

n
u (κu)

T. (4.6)

Since Zn ∈ H
BMO(R1×l) and Y n ∈ S

∞(R), we can deduce that κ ∈ H
BMO(R1×l) from Young’s

inequality. Hence Girsanov theorem indicates that {B̃n
s }s∈[0,T ] is a Brownian motion under the

equivalent probability measure P
n, where

dPn

dP
:= E

( ∫ ·

0

κudBu

)
T
. (4.7)

Notice that by virtue of (H1), we have

yfn(u, x, y, z) = y
(
fn(t, x, y, z)− fn(t, x, 0, z)

)
+ yfn(t, x, 0, z)

≤ C|y|2 + C|y|(1 + nγ |z|2−ε + |z|2)
≤ C|y|(1 + |y|) + |yz|(Cnγ |z|1−ε + C|z|). (4.8)

From (4.4), (4.6) and (4.8), using Young’s inequality, we have

Fn(u,Xt,x
u , Y n

u , Z
n
u ) ≤ C|Y n

u |(1 + |Y n
u |)− k

2
|Y n

u |2 − 1

2
|Zn

u |2

≤ 1

2
+

1

2
(C2 + 2C − k)|Y n

u |2. (4.9)

Denote by E
n the expectation operator with respect to P

n. Setting k = C2 + 2C, taking the

conditional expectation E
n
s on both sides of (4.5), using (B1) and (4.9) we finally have

|Y n
s |2 ≤ C2ek(T−s) +

∫ T

s

ek(u−s)du ≤ C2ekT +

∫ T

0

ekudu, ∀s ∈ [0, T ]. (4.10)

Therefore, the process Y n has a bound uniformly in n and thus sup
n≥1

‖Y n‖S∞ < +∞.

Notice that fn ≤ fn+1 and Y n is a minimal solution, so we have Y n ≤ Y n+1. From Briand

and [3, Lemma 2, p.549], there exists a solution (Y, Z) ∈ S
∞(R) × H

2(R1×l) to BSDE (1.1).

Following the similar proof as in (3.13), Z is actually in M(R1×l).

From [19, Proposition 4.9, pp.17–18], there exists a pair of Borel measurable functions

(un, vn) : [0, T ]× R
m → R

d × R
d×l such that

(Y n;(t,x)
s , Zn;(t,x)

s ) = (un(s,X
t,x
s ), vn(s,X

t,x
s )), ∀s ∈ [0, T ]. (4.11)
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So, we can get the Markovian representation of (Y t,x, Zt,x) with similar proof as in Theorem

3.1.

Step 2 Existence in the general case.

Define fn,p := 1{|x|≤n}f
+(t, x, y, z) − 1{|x|≤p}f

−(t, x, y, z). Following the proof of Step 1,

we can get a sequence of (Y n,p, Zn,p) ∈ S
∞(R)×H

2(R1×l) with the property

Y n,(p+1) ≤ Y n,p ≤ Y (n+1),p, ∀n ≥ 1, p ≥ 1,

sup
n,p≥1

‖Y n,p‖S∞ ≤ C̄.
(4.12)

Setting first p→ +∞ and then n→ +∞, we get the desired result identically as in Step 1.

Step 3 Uniqueness when σ is bounded and (H2) is further satisfied.

Assume that (Y, Z) and (Y ′, Z ′) are two solutions to Markovian BSDE (1.1) in S
∞(R) ×

M(R1×l) and denote M := ‖Y ‖S∞ ∨ ‖Y ′‖S∞ .

Define the truncated generator

fM (t, x, y, z) := f
(
t, x,

My

|y| ∨M , z
)
, ∀(t, x, y, z) ∈ [0, T ]× R

m × R× R
1×l.

One can easily verify that fM is Lipschitz continuous in variable y. In addition, (Y, Z) and

(Y ′, Z ′) are also solutions to Markovian BSDE (1.1) with generator fM and terminal condition

g.

By virtue of Young’s inequality, we have

|fM (t, x, y, z)| ≤ C(1 + |x| 2γε + |y|+ |z|2), ∀(t, x, y, z) ∈ [0, T ]× R
m × R× R

1×l.

Notice that 2γ
ε

∈ (0, 2). Therefore, the uniqueness follows from (3.36) and [3, Theorem 5,

p.554].

5 Application to Coupled FBSDE with Measurable Coefficients

We consider the following system of coupled FBSDE:




Xt = x+

∫ t

0

[
b(s,Xs) + σ(s,Xs)h(s,Xs, Ys, Zs)

]
ds+

∫ t

0

σ(s,Xs)dBs, t ∈ [0, T ],

Yt = g(XT ) +

∫ T

t

f(s,Xs, Ys, Zs)ds−
∫ T

t

ZsdBs, t ∈ [0, T ].

(5.1)

We assume that X and B take values in the same space Rm and the coefficients of (5.1) satisfy

the following assumptions:

(C1) b : [0, T ]× R
m → R

m and σ : [0, T ]× R
m → R

m×m satisfy (F1) and (F2);

(C2) h : [0, T ] × R
m × R

d × R
d×m → R

m is a Borel measurable function and there exist

a positive constant C and a nondecreasing function ρ : R+ → R
+, such that |h(t, x, y, z)| ≤

C
(
1 + ρ(|y|)

)
for all (t, x, y, z) ∈ [0, T ]× R

m × R
d × R

d×m;

(C3) g : [0, T ]× R
m → R

d and f : [0, T ]× R
m × R

d × R
d×m → R

d satisfy (B1);

(C4) for each (t, x) ∈ [0, T ]× R
m, f(t, x, ·, ·) + zh(t, x, ·, ·) is continuous on R

d × R
d×m.

By virtue of Theorem 3.1, we have the following existence result for coupled FBSDE (5.1)

with measurable coefficients.



460 J. N. Ju and S. J. Tang

Proposition 5.1 Under the assmuptions (C1)–(C4), FBSDE (5.1) has a strong solution

(X,Y, Z) ∈ S
2(Rm)× S

∞(Rd)×M(Rd×m).

Proof Consider the decoupled FBSDE





X̃t =x+

∫ t

0

b(s, X̃s)ds+

∫ t

0

σ(s, X̃s)dBs, t ∈ [0, T ],

Ỹ i
t = gi(X̃T ) +

∫ T

t

[f i(s, X̃s, Ỹs, Z̃s) + Z̃i
sh(s, X̃s, Ỹs, Z̃s)]ds

−
∫ T

t

Z̃i
sdBs, i = 1, · · · , d, t ∈ [0, T ].

(5.2)

From Theorem 3.1, we know that FBSDE (5.2) has a solution (X̃, Ỹ , Z̃) ∈ S
2(Rm)× S

∞(Rd)×
M(Rd×m). Moreover, there exist two Borel measurable functions u and v on [0, T ]× R

m such

that (Ỹt, Z̃t) = (u(t, X̃t), v(t, X̃t)) and u is bounded.

From (C1)–(C2) and [10, Theorem 2.1, p.767], we know that there exists a unique strong

solution X ∈ S
2(Rm) to the following SDE with measurable drift:

Xt =x+

∫ t

0

[b(s,Xs) + σ(s,Xs)h(s,Xs, u(s,Xs), v(s,Xs))]ds

+

∫ t

0

σ(s,Xs)dBs, t ∈ [0, T ]. (5.3)

Define

B̃t := Bt +

∫ t

0

h(s,Xs, u(s,Xs), v(s,Xs))ds.

From (5.3), we have

Xt = x+

∫ t

0

b(s,Xs)ds+

∫ t

0

σ(s,Xs)dB̃s, t ∈ [0, T ]. (5.4)

Since u is bounded, from Girsanov theorem we know that {B̃t}t∈[0,T ] is a Brownian motion

under the equivalent probability measure P̃, where

dP̃

dP
:= E

(
−
∫ ·

0

[h
(
s,Xs, u(s,Xs), v(s,Xs)

)
]TdBs

)
T
. (5.5)

So from the uniqueness of solutions to SDE (5.4), we know that X and X̃ have the same law.

On the other hand, from (5.2), for i = 1, · · · , d, we have

ui(t, X̃t) = gi(X̃T ) +

∫ T

t

[f i(s, X̃s, u(s, X̃s), v(s, X̃s)) + vi(s, X̃s)h(s, X̃s, u(s, X̃s), v(s, X̃s))]ds

−
∫ T

t

vi(s, X̃s)dBs

= gi(X̃T ) +

∫ T

t

[f i(s, X̃s, u(s, X̃s), v(s, X̃s)) + vi(s, X̃s)h(s, X̃s, u(s, X̃s), v(s, X̃s))]ds

+

∫ T

t

vi(s, X̃s)σ
−1(s, X̃s)b(s, X̃s)ds−

∫ T

t

vi(s, X̃s)σ
−1(s, X̃s)dX̃s. (5.6)



BSDEs with an Unbounded Sub-quadratic Growth 461

Since X has the same law as X̃ , for i = 1, · · · , d, we have

ui(t,Xt) = gi(XT ) +

∫ T

t

[f i(s,Xs, u(s,Xs), v(s,Xs)) + vi(s,Xs)h(s,Xs, u(s,Xs), v(s,Xs))]ds

+

∫ T

t

vi(s,Xs)σ
−1(s,Xs)b(s,Xs)ds−

∫ T

t

vi(s,Xs)σ
−1(s,Xs)dXs

= gi(XT ) +

∫ T

t

f i(s,Xs, u(s,Xs), v(s,Xs))ds

+

∫ T

t

vi(s,Xs)σ
−1(s,Xs)[σ(s,Xs)h(s,Xs, u(s,Xs), v(s,Xs))]ds

+

∫ T

t

vi(s,Xs)σ
−1(s,Xs)b(s,Xs)ds−

∫ T

t

vi(s,Xs)σ
−1(s,Xs)dXs

= gi(XT ) +

∫ T

t

f i(s,Xs, u(s,Xs), v(s,Xs))ds −
∫ T

t

vi(s,Xs)dBs. (5.7)

Combining (5.3) and (5.7), we know that {(Xt, u(t,Xt), v(t,Xt)), 0 ≤ t ≤ T } ∈ S
2(Rm) ×

S
∞(Rd)×M(Rd×m) is a solution to FBSDE (5.1).

Remark 5.1 Similar assertions can be inferred from Theorem 4.1 for d = 1. In addition,

as stated in Remark 3.1, (F1)–(F2) can be replaced with (F3) in assumption (C1).
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