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INVARIANT TESTS OF EXISTENCE OF THE
LINEAR RELATIONSHIP WITH LEFT
'Om)-INVARIANT ERRORS

BIAN GUORUI (T B)* ZHANG YAoTING (}K ;’a /?é) *E

‘ Abstlr'actv, .

This paper gives the invariant tests of the existence of a linear relationship among. -
row vectors of the mean matrix of the mulhvanate linear models mth the left O(m)~-
invariant errors. Some asymptotic properties of these testing methods aré also discussed.

§ 1. }Introd_uction

In the multivariate linear models, o test whether there is a linear relationship:
among row vectors of the mean matrix is an Jmporta,nfs problem. In the papers [1]
and [2] we discussed this problem by supposing the error’s distribution is the-
normal distribution N (0, I,, ), and reduced the models and probléms to thé-

follovvmg two canonical forms:

Model I, ,
6\ »p ‘
Y=-M+e, M=|n]| ¢ . (1.1):
axk Xk nxic ' : B L : .
A\O/n—p—gq )
and the hypothesis tested is H,: there is a matrix C such that n——C’H
T axs
. Model IT. A .
Y =M+, M=< ) P | .2y
nxk  mxXk  axk 0/n—p

and the hypothesis tested is H,: there is a matrix I" (a-<13), I"I'=T such that
"Xp

1"I 0 = 0.
We also discussed the maximum likelihood estimators and the likelihood ratio-

tests for the previous two models with the left O(n)—invariant errors in the paper:
[8]. In this paper, we discuss mainly the Model I, and derive several statistics for-
testing H, in the case that the error’s distribution is left O(n)-invariant. We also-
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discuss some asymptotic properties of these testing methods in the case that the
error’s distribution is normal. R , : )

Let O(n), (k) and GL (k) denote the set of nXn orthogonal matrices, the set
of .kXk positive definite matrices, and the set of kX% nonsingular matrices,
respectively. Let £ (X) be the distribution of nX% random matrix X. X is called
left O(n)—invariant if ¥(X) =2 (I'X) for all I'€0(n).

If the distribution of X is left O(n)—invariant and its density funohon exists,
then the density function will be able to fie expressed as f(X'X).

In this paper, the model I is expressed as follows:

Yy P (6 VY
e O (1.3)
nx

n=>p-+qg-+%, and we assume tha’s the density functmn of Y is the family as follows:
F1={]2| Zf(Z‘ 2[(Y1 ) (Yi—6)+ T a—mn)’ (Yz n) + LY o] 3-1/2) {

GER™ nc R Zcop(k)}. (1.4
We are interested in festing the following hypothesis: "
Hy: 30 such that n=06. - i - ({.5)
axp

§ 2. Several Lemmas

Lemma 1. Faa' any matrioc O ,

nxm
(I,.+OO’)‘1=I,.—O(I,,.+O"0)"O'
and
O(I,+0'0)t=(I,+00")C. :
Lemma 2. Suppose A is a (p+¢q) X (g+p) non-negative definite matriz, \y=>A>
s >=Mp.q are the eigenvalues of A, t1, ta,o++, tpa are the eigenvectors of A corresponding:
) Mgy Agy *ov, Apyq, Tespectively, w

) ' Ty Ti\p
= (t4, tay =, tppa) =
T ( 1, bas * p+a>', ( Ty T )g
P ¢
and det oy 0. ' '
- Denote

- M(B) (Iq+BB’)_§( B, Iq)A( )(Iq-{-BB’)-’I
Then S

o . 2+
(i ) 1\15/5[512 tracé .M(B) =;§1 Ajs

(i) Min des M(B)= 11 A
’ Be® , J=p+1
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(iii) Mm det (Ig+M(B))= (1+),,),
@(v) Mm Ki(MB)) Apiys
where Ay (M ) denots the largest’ e@genmlue of M;
(v) Max trace (I+M(B))‘1 j (1+A.5) -1
and all pa'efu@ous ewtremums are att«zwwd 'when B=By=— (T’ )'1 T, wherre ﬂ 45 the
6t of g X p matrices. : ‘ C :
Lemma 3. Suppose Aisa ( p+g) X (p+ ) onnegat@fve definite matq‘ém, the
-meanings of A, T (md T;, are the same as those o f Lemma 2, and det T';,#0. Denote
N (D) = (I,+DD’) (1, ~D)4 ( ) (I, JrﬂD')mf
S _ .
(i ) .1}‘4352 1:5raee N '(D) =Ei7‘\.§;
(i) Max det N (D) =[1_'J[" A
Deg =1

(i) Max det(Z,+N (D)) =IT(1+%);
De® J=1
(iv) Max 4, (N (D)) =hy,
Des .
-where Ay(N) is the smallest eiginvalue of N
(v) Min trace (Z,+N (D))~ =3] (1+2)

and all previous ea;ta"emums are attained when D Do— - (Tn) -1 Tgl, whem 9 is the
Set of pX g matrices.
Tt i3 easy to verify the previous lemmas, so these proofs are omitted.

83, Invariant Tests

The hypothesis (1.5) can be expressed as follows:
| Ho=J Ho(®, ” (3.1)
where the hypothesis H,(0) is ‘ ‘ o
Hy(0): 9=00. (3.2)
Therefore, for every fixed matrix O, Ho (0) is:an ordinarily linear hypothesis; it
has been discussed by many a,uthors and several testing statistics have been obtained
by vsing invariant principle and various criterions. Now we use the Intersection-
Union principle on the basis of the testing :reglon of Hy(0) to derlve ‘ahe “festing
Tegion of Hy.
Suppose T'(0) is a testing statistic of Ho(0) and. T (O)>d; is the correspondmg
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rejection region. Because the hypothesis H, is the union of all hypotheses Ho(O),
if one wants o reject H, then he’ will have to reject Ho(C) for every O.
Consequently, by Infersection-Union principle we see that the testing statistic of’
Hy is ’ L .
T= M(]Jn T(0)
and the corresponding rejection region is’
A o _—

where n is chosen such that the level of significance equals to d, i.e.

Py, (T'>d)<d. ' IR
In the following, firstly various statistics 7'(0) for Ho(O) are derived, where:
C is a known matrix, by invariant principle, and then we derive the corresponding:
T from T(0). S

Denote
‘ D‘=(I’) A
o : : o \ o ‘

‘I . 1 ’ . N .. ° N
DDf——-—( é’) (I,+0'0)(T,, 0

Then

and DD? is a projective matrix. So there exists an orthogonal matrix U, U'U =TI«

such that o o
(I, O
; DD+=U( ’ )U’.
SN ' o 90/
Let A '
Then

(-1

where U= (Uy, U,).
P9 | | | |
Because A(D) = #(U1) | #(U,), where #(A) expresses the lnear subspace
generated by the column vectors of 4, it is obvious that y=060 is equivaleni to
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HW3=0, Hence, the previous testmg problem may be reduced to -the follomng
testing problem: the. joint density function family of Wy, Waand ¥ is - :

L =[S F W= M) (W= M) + (Wa— Mo) (Wam M) + ¥Y ] 37° 0l
M,CR™ M.ER%® ScS(k)} : (8.3)
and the tested hypothesis H3(0) - = :
Hy(0): My=0. -~ . e (34
Let G be a transformation group acting on (W, Wi, ¥ 3) s '
- G=0(p) x0(¢) xO(m—p—q) xGL(k) X B™:
For every tranformatlon gEG, ‘
gW1, Wa, Y) = (I 1W1A’ +oc, I“QWQA Ts¥sADy -1 o
where T1€O(p> I's€0(g), I's€0(m—-p~q), ACG(k) and o€ R, and the
corresponding induced transformation acting on the parameter space (My, My, )
is g: 7 |
g(My, My, 2)= (FlM A +a, ToMA, AZA").

Tt is easy to verify that the testing problem, described by (3.3) and (8.4),
Temains invariant under G and that the maximal invariant statistics are the all
elgenvalues of the followmg equation (see [1] and [4]) ’ :

‘ det (WsWa— AY'5Y 5) =0. (3.5)

Because . 7.
4= (03, 72 (a= D" (Y )
2
X (] : » . 7 -1 Yi .
=T, Yh) I,,,,.‘q— : (I,,—I-O’ o)(1,, O) v
a .
= (¥Y.—0Yy)’ <Iq+00'> (¥y-0T), (3.6)
the equation (3.5) may be rewritten as = :
det ((Ya— OV 1) (Iq+00) (Y a— - 0Y 1) =AY Y,o,) =0. '(3.7)

Hereaf‘her we assume that n>p+q+70 and p<k<p+g Then P (det(¥5Y5) =0)
=0 holds. : ‘
Lot A==+ = Apuq =0 be the eigenvalues of the matrix A,

A= (II;)(Y'Ys)-i(r D, : (3.8)

and AShe=:--=M=>0 be the eigenvalues of the matrix (Yi¥1+Y LY ,) (VY5 2.
Because the non-zero eigenvalues of A are the same as those of (Y'Y 1+Y%Y,)
X (Y'4Y 5) ™%, the following results hold: - |

M=, i 1<i<h,

A =0, if E<j<ptgq.
Below, we derlve the corresponding testing statistics by varieus crltermns

@ Lawley Hotelling criterion.
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The rejection region, of Ho(C) based on Lawley-Hotelling. criterion is
T.(0)>d,, where : _
Ti (O) ‘brace ( (Y2 OY;L) (Iq -+ OOI> -1 (Y2 OYI) (Y Ya) _1)

—trace ((I'g+00')“7(-'—0 I@A( IO’)(IQ+00’)J§).’

Using Temma 2 (i) and P (det T'4=0) =0, we see that the testing statistio of H,
associated with T4 (0) is

. P+ . & o o
T=Min T3(0) = i M= S b s 9)
where 4 is the set of all ¢ x p matrices. . ‘
(2) Wilks-P. L. Hsu oriterion. : ’ - -
The reJec’smn reglon of H 0 (O) based on Wilks, P L. Hsu criterion is T's(0) >da,

Where
T,(0) =deb(Ts+ (Yz-—OYl)’(Iq—l—OO’) (Y 3—0Y 1) (Y'sY 8™

—~det((Iq+ (Ie+007 ~ (-0, Ig)A( IO’>(I§+OO’)—%>.'

Using Lemma, 2(111) and P(det ng——O) 0 we see that the testing ' statistic of H 0
associated with T'5(0) is o

T,—Min To(0) = T A+a)= IT (+2), (3.10)
, ces i=p1 j=pti
where 4 is the same as that of (3.9)‘.' This festing statistio T'y is the same as the
likelihood ratio test statistic (see [3]).
(8) Generalized correlation coefficient criterion. .
The rejection region of HO(O) baged on the generahzed oorrela,tlon coefficient
eriterion is T'3(0) >d,, where ‘
Ts (O) trace ([Ys—CY 1)/ (I¢g+0C) (Y a— OYl) +YiY ]t
X (Y a—0Y )/ (I;+00) (Y —0Y 1)) ‘

2 (Y= 0y (Tg+00) (Yo~ OYl) LY )™
T i TN (T 2= 0Y 1) (Ig+00) (X =CY ) XY )™’

where A;(2) >As (@) >+ >An(2) express the order eigenvalues of the m X m matrix
X.
Because z/(1+) is a monotone increasing function with regard to  when >0,

using Lemma 2 and P(det ng—o) 0 we see that the tes’ﬁmg statistic of H,
associated with T3(C) is

T'y—Min T3 (C) = ﬁ Ay (3.11)
3 ceB 8 j=p+ j i= p+1 1"(“}. ’

(4) Roy’s extremum criterion.
The rejection region of Ho(C) based on Roy’s extremum criterion is T (0)>dy,
“whers ' '
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ST (0) =0 (Vo= OF 1) (I 00" (V3= OF ) (T 5) 1)
) (I + 00" “%)

Using Lemma 2(1v) and P(det ng—O) 0, we see that the testing statistio of H,
assoclated with T., (©) is R

=x1<((rq+oa')71(—o Iq)A( —IO

q

. Ty= %’-[elg T4(0) =511 = 7“9+1 . . (6. 12)’
(6) Pillai criterion. , o A -
The rejection region of Ho(C) based on Pillai criterion is T's (O) >d,, where
T'5(C) =tirace (Y4Y 5) [(¥a— OV 1) (Zg+O0C) (¥ 3—0¥ 1) + V4V 5] ~2)
=trace({Y4Y5) (Y 3—O0Y 1) (I¢+00") (¥ s—0Y ) +I)-1

:.=tré.ée(1q+ (IQ+UG’)‘"1/2(;O, IA4 (_I )(Iq+00’)'-1/2’)_1+ (bh—gqy
q .

=T5(0) + (b~ Q)
Here T(O) is

T5(0) = traoe(Iq+OO’)‘1/2( o, L;)A( I ) (Ze+007) =202,

Using Lemma 38(v) for T's(C) and P(det Tu—-O) 0, we see that the testing statistic
of Hy associated with T'5(C) is e e

To=Min Ty(0) = g(1+x*)-1 2(1+x,)—1 L (3.13)

§ 4. Som'e AsifmptoticlProperties_'

In this section, Wwe assume that Y is a normal random matrix, i.e. the

i.txk 9
distribution of ¥ is the normal distribution N (M, I, 2), where M — n |, and
n>p+g+k, p<h<p+gq.

 Theorem 4.1. Suppose
Yi\p :
Y—\Yole  ~NM, L, D),
I;a n—p—=q

0\p .

M, = ‘g . ' | (4.1

0/n—p—gq | g

- Let >0+ =, be all eigenvalues of the following. equation (4.2)
det (Y1V3+Y Y 3—Y V) =0 (4.2)
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and v =1P > =3P >0 be the eigenvalues of the following equation
det( L 101, —3) -
If lim7§”)='v¢, 01=1, oee, k, ‘and ‘F’i>'b‘g>"'>'vs>,0, Tsp1= "'=7k=0; then
(1) Ay, =+, A and Aggy, ==+, Ay aTe asymptotically independent;
- (ii) the joint distribution density of nhsys, *-+, nhy is asymptotically given by
b oprg—ie=1 _ & go : i -
Oi L= 2 e enéu /2 H (a;i—‘.vj),
o d=s+1- Ce<y
if a;s+1>ws'+"2>"' >‘v]a>0 A . (4 . 3)
_ (iii) further, if Ty=To="ccr =T% > Thap1="""=Tiaalis >~ *** > Tt ocot oy t1 = oo
=7, + "'+70m; k1+ ké+-"‘+‘km=fs; - then (7\'1; "'; ) hkx)) : (7\‘761-!'11 °"% 7\‘7611-70:))
(Mortm by s cor, Noiin,) aTe asymptotically independent and the asymptotic
distl‘ibu‘ﬁion density Of '\/ L) ( )Ukl'l""'{'j'!"i &= ’ka-i----'kg‘-l—i’ e '5 ?\l]pl + "'ki‘i‘ i~ Tk1+... + k! +1 )/
'\/27%14....4.7(; 5+1+4-7kx+~-- FHjea is . .

soe
s

O T 0 0 Yhesisr™ > Y it >0, (4.4)
where O3 and O, are the :;'egula.rizing constants.
~ (The i)roof of $his theorem can be found in [5]).
. I o\
Theorem 4.2. Suppose ¥ ~N(M, I,, 2), M={ 7 n>p+q+k, p<ki<p-+g,
e e O
and rk g—=mp.Then when the hypothesis (3.2) s true, the asymplotic distributions of T,
Ts—1 and Ty defined by (3.9), (8.10) and (3.11) are the same, nl'y is asymptotic
chi-square distribution with (k—p)q degree of freedom, and therefore the testing
methods Ty, Ty and Ty are asymprotically equivalent.
Proof Beoause rk@=mp, §'8+v'n=0(I,+C 0)f holds when H, is true. Hence
H, is true < rk(6'6+71"n) =p.
From this, we geb 1> >v:,, >0 and 7p,3=:-=7=0 when H, is true. Using
Theorem 4.1 we prove tha,’u ArooAp and Appa, *o0, Aw are asymptotically independent
and that the joint densiﬁy funoﬁbn of nmpH, --», mly is asympiotically given by
1 f[ w(p+q—rc 1)/2 3 J-m-l , H(a—,‘ m,), 1f mp+1>§v,{2>---'>wk>0. (4.5)

j=p+1
.
From (4.2), it is easy to verify that nTy=n 2 ; is asymp’oo’moally 762((17 -P)q)
. : - . . =9+
distribution.
Since

Y .
T2=‘ [[ (1+);5) =1+T1+27\47\.5+"‘+7\'p+1’”?m
d=p+1 T

' - Pr
1 (S Mgt oo F Aggar e ha) —> 0
o fi=>oo
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~and
7.: I
— ?bj =T . ?\:j
Ts j;§1 14 1 j=§1 1+
% 7\3 Pr

, <771 1—!—7\., o 0, ,
we see that the asymptotic distributions of Ty, 73— 1 and T are the same and that
T3, T5 and Ty are asymptotically equivalent.
Theorem 4.3. Suppose the conditions of Theorem 4.2 hold. When H, is true, let.
F (@) be the asymptotic distribution of nTy, then
(1) if b—p=2m, v : : : :
: . e Fi(t)  g1(t)  Fa(ts) oo gi(tam) \
F () =mL!L L dot| .- veevennenes cevrerrenenneeneaens et )H dts,  (4.6)
S Fon(ta)  gam(ta) Fom () - Gom(bam)/
(ii) if b—p=2m+1,

~ e [Fr) ga(t)  Fa(te) gi<tgm> Fi@
F(z) =.’_”92’TJO...j0det ..................................................................... gdtzf‘
Fami(ta) Gamsr(ta) Fomsa(ts) - 'gzm+~1<t2m> Fomy1(2)
¢ 2m+1 ; (e " " . ‘ v
=2 3 (-1 +1F5(m)Jo...J’O 0. I1 dt, @

where Dy is the subdeterminant corresponding to F;(x), ¢ is given by

T<p+g~—]a2+2) —1)

- 1 —7+1V
b e
9i(w) is the density function of x (p+g—70-|—2g~1) and F;(x) s the distribution
Sunction of x*(p+q—k+2j—1), j=1, -, k—p. :

Proof When H, is true, the joint density function of ~/m Apu1, ==2, &/ 7 Ap
is asymptotically given by (4.5), where

c= m'.(k— p2/2

(4.8)

g #—P2/2 p—p 1

O:= 2G—pa/z 11;11 F(k-p;j—}—l )T<q-—%'+1 )

Then, the results of this theorem are obtained soon by using the results of [6].
Theorem4.4. If the conditions of Theorem 4.2 hold, then tesmlmg methods T,
To, T3 and Ty are all consistent tests. , o
Pa‘oof Here we give the proof only for 7., the proofs of 7'y, T, and T3 are all'
similar to that of T,. For the testing statistic 7, the corresponding rejection regidnv.
is
Ta=2p31> O
where O, is chosen such that Pg*(App1>Cl) = .
When H, is true, the asymptotical distribution density of n A,,4 is determined:
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exactly by (4.8) (here s=p). Then we get nOa"m C,, 0<<O,<oo. However, when

H, is not frue, from (4.4), it is clear that ~/n (Apz1—7p.1) has non-degenerate
asymptotio distribution denoted by Fi(w), where 7,,;>>0. Hence, when H, is not
true,

k P(M+1> Oan) =P ( ﬁ O"p+1_ 'Vp+1) > \/Z (Oan'— 7p+1)) °

Since &/ % (Cpn— %:,1);;3 — oo, we obtain
P(?":D+1>Oan) ;Z 1:

i.e., the testing method based on 7'4 is a consistent test.
For the Model II, we can also obtain results similar o those of the Model I.
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